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Abstract—Data communication challenges exist in some emerging network scenarios where an instantaneous end-to-end path between a source and destination may not exist, and the links between nodes may be opportunistic, predictably connectable, or periodically-(dis)connected.  We propose an enhanced disruption tolerant network architecture (EDIFY) to address such challenges.  In this document, we present a generalized naming convention for the enhanced DTN architecture that permits separate representations based on network topology, administrative control, physical location, and other factors.  In addition, we illustrate possible system operations in this enhanced DTN architecture such as DTN neighbor discovery, intragroup and intergroup forwarding, mobility management, and point-to-multipoint bundle delivery. We list some remaining open issues in the last section of the document.
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I.  Introduction

The Internet has been a great success at interconnecting communication devices across the globe.  Most Internet applications are based on the existing TCP/IP based Internet service model.  Using a packet-switched model of service, the IP protocol is mapped into network-specific link-layer data frames at each router and hence an end-to-end connection can span networks of different technologies, e.g., ATM, frame relay, ISDN, telephone and cellular networks.  Current Internet service models rely on a few key assumptions to provide useful services, namely,
(a)
An end-to-end path exists between a source and destination pair;
(b)
The maximum round-trip time between any node pair is not excessive;
(c)
The end-to-end packet drop probability is small; and,
(d)
Communication links have relatively symmetric bidirectional data rates.

However, emerging network scenarios are challenging these assumptions. In such scenarios, an instantaneous end-to-end path between a source and destination may not exist, and the links between nodes may be opportunistic, predictably connectable, or periodically-(dis)connected. Some examples are described as follows.
Mobile networks. A commuter bus installed with wireless modem may only have intermittent RF connectivity at various terminals as it travels from place to place, but it can act as a store and forward message switch for bus riders to send email, etc. Other forms of mobile carrier are reported in [1]
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Battlefield ad hoc networks.  These systems operate in hostile environments where jamming, environmental factors and mobility may cause temporary disconnections.

High latency networks.  Near-earth satellite communications and very long distance radio or wireless optical links may be subject to high latency with predictable disruptions, e.g., due to planetary dynamics. Such communications may also suffer outage due to environmental conditions such as weather and solar flare activity.

II. Challenges of Emerging Network Scenarios
These challenging network scenarios in general have the following common characteristics: the latency, the bandwidth limitations, or path stability is substantially worse than what is typical in today’s Internet.  Some of these characteristics are elaborated below so that one can understand the requirements that a new architecture design for disruption tolerant networks (DTN) should address.

A. End System Characteristics
In some networks, end nodes are placed in hostile environments, e.g., sensor networks, military networks, and networks used by emergency response teams.  In such cases, network nodes may not last long and networks may be disconnected for long periods of time.  The conventional end-to-end acknowledgement schemes are not useful for such network scenarios.  Instead, it may be more appropriate to delegate to some other party (that is still operational) the responsibility of delivering the message.

In addition, small devices like sensor nodes have limited battery power.  Hence, their communication patterns may have to be scheduled a priori to ensure a low duty cycle of 1-2% and hence the longevity of the entire network.  Small devices additionally have limited memory resources.  It is undesirable for such devices to keep a copy of their sampled data until it can be acknowledged by the sink since the end-to-end delay may be prohibitively long.
B. Path and Link Characteristics
In some networks, the link bandwidth may be as low as 10-20 Kbps (e.g., low-power sensors or underwater acoustic links).  Data rates may also be asymmetric, e.g., satellite links with a high downlink data rate but low uplink data rate.  In extreme cases, there may not be any return channel, e.g., in covert military operations.  In addition, we may also have frequent disconnections as a result of motion or battery power exhaustion.  Disconnections due to motion may be predictable (e.g., interplanetary dynamics) or unpredictable (due to nodes moving out of communication range).  Furthermore, we may have long queuing times, e.g., when next hop routers are not reachable or when networks become temporarily partitioned.
C. Enhancements to Existing Protocols are Insufficient
To adapt Internet services to emerging ad hoc environments, one approach is to make the problematic links look more like the types of links for which TCP/IP was designed.  Some examples of so-called “link-camouflage” approaches are described in [4], e.g., using reliable link-layer protocol, using split TCP connections, and end-to-end explicit loss notification.  Disadvantages of the “link-camouflage” approach include (a) the enhancements may work well in one environment (e.g., high packet loss rate or LAN environment) but not in another (e.g., highly variable link bandwidth availability or WAN environment); and (b) the technique still requires an end-to-end path to exist which may be an invalid assumption in network environments where network elements may be partitioned for long periods.
Another approach is via performance enhancing proxies [5] and application-layer proxies [6].  However, such proxies may be specific to a particular application, may not work with IPSEC, and do not include an inter-proxy routing capability.

Electronic mail [14] provides an abstraction that comes close to addressing many of the problems posed by the challenging network scenarios [7].  Its flexible naming, asynchronous message-based operation, and in-band error reporting are useful features that enable it to run over a rich set of network technologies.  However, email falls short due to its lack of dynamic routing, and weakly-defined delivery semantics.  Email delivery seems to be “mostly reliable delivery” with “occasional failure” notification.  Upon failure, the original message and accumulated errors are generally returned to the sender but the sender has little direct ability to correct the problem.
D. Noticeable Holes in Existing DTN Proposals

From the above discussion, it is clear that a new architecture is needed that can combine some overlay routing capability with the delay-tolerant and disconnection-tolerant properties of electronic mail.  A new overlay architecture called Delay Tolerant Networking has been proposed in [7] to provide virtual message switching capabilities with limited expectations of end-to-end connectivity and node resources.

In the existing delay-tolerant networking proposal [7], the network is divided into different regions and the regions are connected by gateways.  A gateway that spans two regions consists logically of two halves, each half in one of the adjacent regions above their corresponding transport protocols.  Gateways are responsible for storing messages in nonvolatile storage when reliable delivery is required, and mapping between differing transports by resolving globally-significant name tuples to locally-resolvable names for traffic destined to an adjacent region.

However, we believe that such a naming convention—while useful for stationary delay tolerant network scenarios—may not be able to deal with ad-hoc mobile environments that battlefield networks often face. In battlefield networks, military personnel often form an ad hoc network and move together as a group.  Often, the group may be forced by environments, e.g., hills or enemy attacks to be split into disconnected groups.  Nodes in other groups/regions which wish to communicate with such a partitioned group require a better naming convention than what is currently proposed in [7].  Even when communication links are only temporarily disconnected, networking services within a region may be disrupted.

In this document, we describe an enhanced disruption tolerant network architecture that has been designed to address the above-mentioned challenges and unsolved issues in DTN network design. We refer to our enhanced architecture as the Enhanced Disruption and Fault Tolerant Bundle Delivery (EDIFY) system. We first present the different network entities and the functions they provide in an EDIFY system in Section III. Then, we present in Section IV a generalized naming convention for the enhanced DTN architecture that permits separate representations of network topology, administrative control, physical location, and other factors.  This allows for bundle routing preferences or requirements to be expressed as functions of a (possibly incomplete) name.  It also permits extensions to incorporate service operations within the naming construct.  Networks that are partitioned can get new names dynamically while retaining their old identities so that information can still be delivered if needed. We discuss the various classes of service that EDIFY can support in Section V. In Section VI, we discuss the system operations in this enhanced DTN architecture. We describe how DTN nodes acquire some fixed identifiers, and discover one another in a DTN. We also describe the route discovery and forwarding procedures in an EDIFY system. Furthermore, we discuss the point to multipoint delivery procedure. Last but not least, we discuss some unresolved issues in Section VII.
III. Overview of EDIFY Architecture
In the EDIFY architecture there are several types of  nodes, namely (a) regular DTN nodes, (b) the DTN name resolver (DNR), (c) DTN gateway, and (d) the canonical name registrar (CNR). We describe the functionalities provided by each type of nodes below:

· Regular DTN nodes


In EDIFY, all nodes participating in the DTN have the ability to send and receive bundles to other nearby nodes using the underlying networking infrastructure, when the address (in the underlying network infrastructure) of the nearby node is known.  When a node joins a group, the node is informed of a default node (a gateway) to which bundles may be sent (such as when they have non-local destinations). The node also implicitly knows of the group registrar, from which each node acquires its name within the group.  Every node in the DTN has one or more names -- the DTN address within a group to which it belongs.  An address is comprised of two parts – a hierarchically-organized group name shared with all other members, and a group-specific name that is unique among all members.

Within each group, some nodes will need to take on additional roles and responsibilities.  We describe some of the more essential roles below.

· DTN Name Registrar (DNR)

Every group in the DTN world has a registrar associated with it. We assume that the DNRs are given standardized DTN names, e.g., dnr@lehigh.edu where lehigh.edu is the group’s name.  The function of registrar is provided by one or more (for robustness and scalability) DTN nodes.  The registrar functions as the administrative body of a given group and is responsible for communication with the parent group(s). It is chosen and conferred the authority of administering a given group by the parent group's registrar.


The registrar offers the mandatory service of registering the members and visitors of its group. It is responsible for ensuring the authenticity and eligibility of the nodes requesting to be registered, either as a visiting node, or as a full member node.  A new node is provided with a negotiable lease on the name given to it upon registration, such that the node will need to periodically renew the name registration with up-to-date location information (an address in the underlying network infrastructure or a DTN name in a different group when not residing locally).  This use of soft state will automatically remove nodes from membership that no longer participate (whether destroyed, re-formatted, etc.).


The registrar has to ensure that the node identifier that it assigns to a requesting node is locally unique.  When necessary, it maintains local tables mapping the DTN names of nodes in the group to their underlying network addresses. In some groups, the local identifier maps directly to the underlying network address, obviating the need for resolution.


In addition, the registrar will receive registration updates from group members that are visiting elsewhere. Such updates provide information on how to reach these nodes so a DNR may update appropriate gateways with the latest nodes’ reachability information.


A node offering to provide a particular service (such as a gateway service) will register its service with the registrar by providing the specifics of the service along with its underlying network address. The registrar then provides the node with a lease, as with name registration above.  As always, in order to continue providing the service, the node needs to request a renewal of its lease from the registrar before the lease expires.  This ensures that service information of the group is kept up-to-date.

It may also calculate a preference to determine which of multiple nodes (or the ordering of such nodes) to utilize for a particular service, such as which gateway to use when more than one offer forwarding to the same destination group.


The registrar must provide name resolution services when the structure of the local name identifier does not directly map to the underlying network address.  The registrar must also provide service resolution, i.e., given a service name in the group, the registrar would provide the DTN name of the node (or nodes) providing that service.
· DTN Gateway

A DTN gateway is a DTN node that offers forwarding services to one or more destination groups.  Nodes that perform forwarding services form the communication backbone within the DTN.  A DTN gateway advertises its services to the local registrar, so that nodes in the group can identify which DTN gateway to use by asking the registrar for one or more nodes providing forwarding services to the destination group.  Obvious forwarding services may include default forwarding entries from manual configuration or the group registrar, between groups of which the gateway is a member, as well as to groups with which the gateway is able to communicate directly (via the underlying network infrastructure).


DTN gateways may also advertise the availability of routing services to non-local groups to other gateways inside or outside the group. Knowledge of such forwarding paths would be acquired via some intragroup or intergroup routing protocol (perhaps like BGP in the Internet as well as more ad hoc like routing protocols). Not all DTN gateways need to participate in intergroup routing protocols.

Note that there is no requirement that a DTN gateway span multiple groups as long as the gateway is able to communicate with one or more neighboring groups using the underlying network protocols.  A node that does straddle multiple networking technologies or independently administered infrastructures (by virtue of multiple network interfaces) will necessarily belong to more than one group (but is not required to offer forwarding services between them).


A DTN gateway must also be willing to accept custodianship of incoming bundles, both for destination nodes within the group to which the forwarding service is offered as well as for some nodes outside the group (if this DTN gateway has been chosen as an intermediate DTN node to the final destination). A DTN gateway should also accept custodianship for outgoing bundles from members of the group.

When a DTN gateway receives a bundle destined for a group in which the gateway is a member, the DTN gateway takes on the role of delivery.  It attempts to resolve the destination address using the group's registrar (if necessary).  If the node is online and local, the DTN gateway will make a direct connection and deliver the bundle to the target.  If the node is local, but not online, it will queue the bundle and periodically re-attempt to deliver until the bundle's lifetime has been exceeded.  If the node is not local, then the response from the registrar will be a new DTN name.  The bundle will then be forwarded via the new name for the target.


In summary, the primary functions of a gateway are to provide forwarding and delivery services.

· Canonical Name Registrars (CNRs)


While strictly optional, the use of a canonical naming system can be beneficial.  Thus, in EDIFY, we provide each DTN node the ability to acquire a canonical name -- an opaque identifier that is fixed for the lifetime of the node, regardless of location, organizational membership, etc.  Nodes with canonical names are charged with registering one or more valid forwarding addresses with the canonical registrars at all times.  By doing so, potential correspondents can resolve a destination node's canonical identifier to a valid DTN name.


The canonical name registrar performs functions quite similar to that of any other registrar. It is responsible for authenticating the credentials of the node requesting a new canonical identifier. It has to ensure that the canonical identifier that it provides to the new node is universally unique and has to store the mapping between the canonical identifier of a node and the set of DTN names that the node possesses.


Canonical names could be implemented as a well-known group to which nothing other than registration and CNR-DTN name resolution requests are sent.  In order to be useful in a delay and disruption-tolerant network environment, canonical registration and resolution services will necessarily have to be robust and distributed, and may not always be available.  As a result, canonical name resolution should be used for hints, or as a backup in the case that delivery via another DTN name fails.

Once a node has been assigned a DTN name, it can proceed to acquire a unique canonical identifier.  For this, it constructs a request bundle specifying the request for a canonical identifier and includes in it any required application and node-specific information.  The bundle is then sent to a nearby CNR that provides the service of assigning canonical identifiers to DTN nodes. The canonical registrar receiving the request creates a unique identifier for the requesting node and then sends the identifier information back to the node (using the node's DTN name).

IV. Flexible Naming Convention
Our DTN naming convention allows for role-based addressing and multiple namespaces.  It provides layered resolution of address and routing information.  As a generalization of regions, we provide the concept of groups; e.g., an army platoon may be a group. Each group has a group identifier (GID) and each entity within a group has its own personal identifier (PID). Any device within a group can be identified with the tuple (GID, PID). We have two types of group identifiers: static group identifiers, and adhoc group identifiers. The static group identifiers are used for groups whereby the group members are typically co-located geographically or administratively, e.g., faculty members from the Computer Science department of Lehigh University. The adhoc group identifiers are typically used groups whereby the group members may be distributed everywhere geographically or administratively, e.g., chessclub.usa. 
Like [7], we choose to use a hierarchical naming technique for groups.  This allows both for scaling (since there will be large numbers of groups) and to better map real-life complexity, such as geographical location or an administrative hierarchy.  For example, instead of naming a node as (RegionA, UserHost-1093), we use a structured group such as (US-DoD.Army.Platoon44, UserHost-1093).  Such naming may provide additional routing hints (such as choosing a gateway to the longest-matching prefix).

Unlike [7], we go further, and generalize naming to permit multiple, different naming hierarchies.  This allows us to incorporate information from multiple naming systems, including those based on network topology, network administration, physical location, and more.  For example, in addition to being (US-DoD.Army.Platoon44, UserHost-1093), this node might also have a geographic name of (US.NJ.Monmouth, P44-UserHost-1093) while stationed at Fort Monmouth, but would change when deployed abroad.  

Members of different static groups can form an ad hoc group which adopts a different group identifier denoted as AGID (Adhoc Group ID). Members of such an ad hoc group will assume at least two identifiers, namely the original (GID, PID1) as well as (AGID, PID2). When they intend to communicate with the ad-hoc group, they will use the identifier (AGID, PID2) but when they intend to communicate with any member from the original static group, they will use the identifier (GID, PID1).

A DTN user/device can have multiple logical names but only one canonical identifier; e.g., a person in US has a social security number, an employee of a particular company and a member of several interest groups. The canonical identifier of a user/device is fixed.  The other logical names (e.g., US-DoD.Army…) are only ‘temporary’ assignments of location, or administrative position, etc., but they do correspond to hierarchical groups, allowing for name-based routing, which would not be possible with only the canonical name.  This canonical name, if it refers, for example, to the person using or reachable with this device, can move from system to system as the person moves from home desktop to mobile phone to work desktop, etc.  Likewise, even when a node moves from one group to another, the canonical name can stay fixed. As discussed in the architectural section, we assume that CNRs are provided to help resolve a canonical name into routable logical name identifier, e.g., mapping a SSN into an email address. If a sending DTN node does not know the current logical name identifier of the receiving DTN node but it knows the canonical name of the receiving DTN node, then, the sending DTN node can ask its local CNR to help resolve the mapping between the destination’s canonical name and its latest logical name identifier.
A DTN node can have multiple DTN names but it can select one DTN name (usually one that is given administratively) as its home identifier.  When this node visits elsewhere, it can acquire a visiting identifier. Similarly, a group of nodes has a home group identifier (again given administratively), and can acquire a group identifier when the whole group visits elsewhere and treat that as the visiting group identifier. Such flexibility allows us to support mobile networks where a whole network may move at the same time, e.g., a network on a plane. The point of attachment of such a network to the public internet will change with time. We will address the issue of how a bundle destined to a device can be bound as late as possible to a routable logical name in the intragroup and intergroup forwarding sections. 
We illustrate our hierarchical naming convention in the EDIFY system via an example shown in Figure 1.  We show four groups: three of which belong to US-DOD and one is a NATO team made up of army personnel from US, UK and France.  Two of the three US-DOD teams are from US-DOD.Army while the third one is from US-DOD.Navy.  There is a platoon member (UserHost-1093) that is currently with the US-DOD.Navy.Battalion5.  This platoon member can be given a visiting identifier like US-DoD.Navy.Battalion5.Visitor5.  Information may be kept at US-DoD.Navy.Battlion5.GW1 (which happens to be the DNR for that domain) that there is a visitor from US-DoD.Army.Platoon44.  Similarly, information is kept at US-DoD.Army.Platoon44.GW3 that one of their members is at US-DoD.Navy.Battalion5.  Whenever there is a message for Platoon44, US-DoD.Army.Platoon44.GW3 will send it to US-DoD.Navy.Battalion5.GW1 to be delivered to UserHost-1093.  In Fig. 1, we also show an example of a squad that consists of army personnel from some NATO countries.  The squad members each have their own original identity as well as a temporary identity from the squad.  

This naming convention supports policy-based routing.  In fact, every DTN node is configured with individual and group-wide routing policies that determine the conditions for determining the routing approach at any particular time.  The routing policies can mandate the preferred domains for the bundles to go through and those domains that should be avoided due to security or cost reasons.  An example is shown in Fig. 1 where bundles from US.DoD.Army prefer to be routed via the Spain domain than via the North-Korea domain even though both routes can deliver the bundles to the squad.
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Figure 1.  A flexible hierarchical naming convention for DTN

V. Classes of Service Supported
EDIFY supports the classes of service described in [16]. For example, it offers relative measure of priority; e.g., bulk bundles are shipped on a best effort basis, expedited bundles are shipped prior to bundles of other classes. In addition, a user can request for a return-receipt bundle delivery or select the custodial delivery option where a bundle can be delivered to some intermediate nodes which will act as custodians for the sent bundle until it reaches its destination. Interested readers can read [16] for more details. In addition, EDIFY can offer gold (highest priority), silver, and bronze (lowest priority) services where bundles from higher priority class have a better chance of being accepted especially when buffers are scarce resources.
VI. System Operations in the Enhanced DTN Architecture
In our work, we assume that not all nodes participate in our enhanced DTN architecture.  Thus, the nodes that participate in this architecture look like an overlay network over existing legacy networks.  We further assume that each group runs its own preferred routing protocols internally but those nodes that participate in the DTN perform DTN neighbor discovery, DTN intragroup and intergroup forwarding, DTN mobility management, and DTN route discovery described in subsequent subsections.
A. Neighbor Discovery
In an EDIFY system, both infrastructure-based and infrastructureless networks are considered. Individual networks may be in wired or wireless communication environments.  A DTN node associated with an underlying infrastructured or infrastructureless network needs to determine its topological location and neighbors upon power up.  Thus, in a wired domain where only some nodes support DTN functionality, the DTN nodes can discover one another using an approach similar to peer-to-peer network using expand ring search.  They can send a neighbor discovery message with a TTL of 1 to a multicast address to which every DTN node will listen. We refer to this multicast address as the “Neighbor Discovery Multicast Address”.  Any DTN node that hears such a message should respond with a Node Announcement message.  If the new node does not hear any response, it sends another neighbor discovery message with increasing TTLs until a sufficient number of responses are heard.  Each node announcement message may contain (i) name tuple(s), (ii) node-type (whether the node is a regular DTN node, a DTN gateway node, a DTN registrar/resolver (DNR), or a message ferry), and (iii) a list of reachable regions and groups (only if the node is a gateway).  To prevent too many simultaneous replies, each node should employ a random delay before replying.  If no responses are found via multicast, a DTN node may attempt a broadcast in its own local-subnets to see if they can discover any DTN nodes.  In addition, a DTN node can attempt to contact any previously encountered DTN participants whose information is cached. After discovering a DTN neighbor, a DTN node gets the local DNR information from the neighbor and registers at the local DNR to get a local group identifier or a visiting identifier.

After the discovery phase, each regular DTN node exchanges unicast heartbeat messages periodically with its neighbors.  The heartbeat message contains information about the node’s identifier, the number of its own group members it can hear, the node’s buffer availability, link duration/schedule (i.e., duration during which the node will be reachable), link characteristic (the number of hello messages received from neighbors), possibly the node’s encounter histories (e.g., I have reached D before), and the number of external groups that it hears.  Thus, link availability and capacity patterns can be learned and modeled via such neighbor discovery procedures.  Each DTN node will declare that it has lost communications (and hence the DTN link) with a 1-hop DTN neighbor if it does not receive say k consecutive DTN heartbeat messages from that 1-hop DTN neighbor.
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Figure 2.  Neighbor discovery and ferry announcement procedures
In an infrastructure-based network, e.g., a message ferrying system, special nodes that offer services to regular nodes exist.  Such special nodes will announce their presence so that regular nodes can register with them to obtain services.  Consider the example shown in Fig. 2 where there is a message ferry.  The message ferry periodically broadcasts a ferry announcement message.  Any nodes that wish to use the ferry’s service should register with the ferry.  The message ferry includes the currently registered groups in its ferry announcement messages so that nodes from one group can determine if they can reach nodes from another group via the message ferry.  Note that a group may not be physically connected to another group (e.g., Network 1 and Network 4 in Figure 2) but the message ferry allows the two groups to communicate with one another via its store-and-forward mechanism. 
B. DTN Route Discovery and Intragroup Forwarding
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Figure 3: DTN route discovery


In Figure 3, we show an example of a DTN group with 5 DTN nodes. We assume that the underlying network runs its own favorite network routing protocol. For example, if the underlying network in Figure 3 is an adhoc network, all nodes may be running DSR or AODV routing protocols. Each DTN node knows who their 1-hop DTN neighbor is after the DTN neighbor discovery process. The DTN nodes exchange DTN heartbeat messages with their 1-hop DTN neighbors. We assume that the frequency with which DTN nodes exchange DTN heartbeat messages will be lower than the hello messages in the underlying network so as to give the underlying network enough time to repair the DTN link at the network layer. Thus, the DTN links will be less disruptive than the underlying network links. 

The DTN nodes within a group can rely on the underlying network routing protocol and default gateway configurations to provide information on how to forward bundles to other DTN nodes or build their own DTN forwarding entries based on heartbeat messages. For example, the DTN nodes can include network address information in the DTN heartbeat messages. In addition, the heartbeat messages can also include information of the 1-hop neighbors of its 1-hop neighbors to allow the DTN nodes within a group to build up entries in their forwarding tables without incurring extra DTN control messages. This is a proactive routing approach. Alternatively, we can adopt the on-demand routing approach typically used for ad hoc networks where a DTN node sends a DTN route request to discover a DTN route.  The on-demand routing approach may result in a longer delivery time for the first bundle. Different groups can select their own intragroup forwarding approaches based on their group size and mobility patterns. They can use link-state or distance vector-like approach if the group members do not move much. Otherwise, they can opt for the on-demand approch. A DTN node can cache some routes for future use, according to the route’s expiration time. In addition, we also allow the sending DTN node to find an alternative optimized route via the network routing protocol once it knows the network address binding of its destination. An example in Appendix I is given to illustrate the intragroup forwarding operation we have designed. Some modifications may be made once we have completed an in-depth study of our current design of the intragroup forwarding procedure.

C. Intergroup Forwarding & Gateway Selection
We assume that the DTN nodes have default settings to forward bundles destined to external groups to their local DTN gateway (i.e., its subgroup DTN gateway). In addition, a subgroup DTN gateway is configured to forward bundles destined to external groups to a DTN gateway in the parent group of the naming hierarchy. Such forwarding takes place until the bundles reach a top-level DTN gateway that participates in intergroup routing protocol. We further assume that top-level DTN gateways from different groups form different collections of gateways. Each collection of gateways runs their own intergroup routing protocol and hence knows how to reach one another. They can also find out the identities of DTN gateways that run other intergroup forwarding protocols. If a top-level DTN gateway cannot reach a particular group, then it will send an intergroup route request message to some or all DTN gateways that run other intergroup routing protocols in an attempt to find an intergroup route. In the event that there is no such route, then the top-level DTN gateway will notify the gateway that originates such a route request that it does not know how to forward that bundle at that moment. The gateway that originates the query can make several attempts before giving up.

In DTN scenarios, one group of nodes (say Group 1) may not be able to hear another group of nodes (say Group 3) directly but they may hear members of a third group (say Group 2) that can communicate with Group 3 as shown in Figure 4.  Different groups may use different algorithms to forward bundles within their own groups.  In an EDIFY system, we assume that different groups are willing to support a few common intergroup route messages to facilitate the ability for nodes from one group to forward bundles destined to another group.  These include (i) a heartbeat message which contains the Group-ID, the External Groups it can reach, (ii) the Intergroup Route Request which contains the external group name and some route policies (if any), and, (iii) the Intergroup Route Reply which contains the success/failure code, and the next-hop gateway information.  We refer to the support of such messages as “turning-on” the intergroup forwarding feature.  To minimize the need for all nodes to turn on such a feature, we provide a gateway selection protocol whereby only nodes which have been selected as gateways need to turn on the intergroup forwarding feature.  
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Figure 4.  An intergroup routing example
A DTN node needs to meet certain criteria before it can be considered a DTN gateway candidate and participate in the gateway selection procedure. For example, a DTN node that visits another region can hear DTN nodes that belong to other groups but that does not mean that this visiting DTN node can be a DTN gateway candidate for its home group at this visiting region. An example of a gateway selection criteria can be a DTN node that can hear a certain percentage of DTN nodes in its home group, and the largest number of external DTN groups that this DTN node can communicate with etc. Alternatively, we can also mandate that only DTN nodes that can reach their group’s DNR and can communicate with some external DTN groups are eligible to be considered as DTN gateways.
We illustrate the intergroup forwarding procedure via an example that involves a mobile carrier in Figure 5(a).  In Figure 5(a), there are two groups of nodes that form two ad hoc networks: n1-n7 forms Group 1, and only 3 nodes in Group 1 support DTN functionalities;  n8-n13 forms Group 2 and 3 nodes in Group 2 support DTN functionalities. Assume further that DN14 and DN23 are the local DNRs for DTN1 and DTN 2. 
There are two cases that we consider, namely (a) the mobile carrier does not support DTN functionality, and, (b) the mobile carrier supports DTN functionality. In case (a), the mobile carrier merely provides network connectivity. When it moves close to n2 and n11, both n2 and n11 can hear the beacons from the mobile carrier (MC). Thus, both n2 and n11 can register to use the service of the mobile carrier. Such connectivity allows the regular nodes n2 and n11 to broadcast gateway announcement messages (ad hoc network layer messages) to their own group members to advertise that they can reach external group(s).  DTN nodes like DN14 and DN21 can then use nodes n2 and n11 to announce their DTN neighbor discovery messages so that they can discover new 1-hop DTN neighbors. Similarly, when the MC moves to a location where n6 and n8 hear the beacons from the MC, DN12 and DN23  will discover one another. To minimize DTN control messages, we can have the DTN nodes register with their network layer gateway (e.g. n2) to advertise DTN services if such option is feasible. Both DN14 and DN21 do not have to perform DTN neighbor discovery if n2 (or n11) announces that it can hear an external group that does not support DTN services.  DN14 and DN21 will be chosen as the active DTN gateways for DTN1 and DTN2 at the time when  the two DTNs can communicate with one another via the MC.  When the MC is at a location close to n6 and n8, then DN12 and DN23 will be chosen as the active DTN gateways for DTN1 and DTN2. The DTN connectivity is shown in Figure 5(b). The dotted lines are used to represent the connectivity provided by the MC which is only available at a certain time. The DTN gateway in each DTN needs to update its local DNR whenever it can reach a new group.  Therefore, when DN13 has a bundle destined for DN22 , it can either sends to a default gateway (say DN14 ) if such information is configured in DN13 or sends a query to its local DNR (which also happens to be DN 14 ). For the case of configured default gateway, the default gateway has to consult the local DNR if it no longer can forward such bundles (e.g. when the MC has moved to a location close to n6 and n8). In that case, the local DNR will be updated by DN12 that it can reach DTN2. DN14 can instruct DN13 to change its default settings such that it will use DN14 at a certain time and DN12 at another time as default gateway to reach DTN2. 

For the case where MC supports DTN functionalities, the MC will announce in its beacons that it supports DTN services. When n11 registers with MC, it will inform the MC that it represents both DTN2 and Group 2 (regular ad hoc network).  Thus, n2 will be able to inform its group members that external DTN services are available and DTN2 can be reached. This can be done by n2 without n2 supporting DTN functionality. n2 merely announce which external groups it can reach via the MC. However, such announcements can trigger DN14  to send DTN hello messages to DTN2 via n2 and hence discover DN21.  The number of DTN control messages that need to be sent will be much reduced. The DTN connectivity for case (b) with MC supporting the DTN functionalities is as shown in Figure 5(c).
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Figure 5.  Intergroup forwarding via a mobile carrier

D. Mobility Management
Individual Visiting Node Scenario

When a single DTN node visits a place, it can broadcast a DNR discovery message when it realizes that most of its one-hop neighbors are from a new domain.  Any gateway that receives such a discovery message should respond with a unicast reply (DNR Announcement Message).  The single node can then register itself with the nearest DNR and be assigned a visiting identifier. This DTN node can then send a registration bundle to its home DNR to register its visiting identifier. During this home registration, the DTN node can indicate whether it wants to turn on a bundle forwarding feature which means bundles sent to its home group will be delivered to its visiting location. In addition, the DTN node may move frequently. Since bundles may be destined for its old location, a mobile node may wish to ask the previously associated group to take the responsibility of forwarding messages to it via its new address for a certain forwarding request period.  When the DTN node returns (or the forwarding request timer expires), then the responsibility of message forwarding is released.
Group Visiting Scenario
When a set of nodes visit another place, instead of doing individual registration with that domain, this set can elect a leader node to perform visiting registration with the DNR at the visiting domain. This leader node may act as a temporary DNR and gateway for this set of visiting nodes. This leader node can perform the same procedure discussed in the individual visiting node scenario to obtain information of the local DNR and obtain a visiting identifier. The leader also sends a registration message to their home DNR. All individual group members’ information from this set of visiting nodes is included in this registration message; thus any bundles destined to any visiting group member can be forwarded using the visiting identifier. The bundles will be delivered to the visiting domain gateway which forwards them to the leader node. The leader node is responsible for delivering the bundles to individual group members.
Mobile Network Scenario

In some scenarios, a whole network, e.g., the network hosted inside an airplane [13], may move around at a fast speed.  A mobility management scheme needs to be designed to handle such mobile network scenarios as well as scenarios where a network can be partitioned into multiple networks due to geographical obstructions.  For the mobile network scenario, there are three approaches that one can consider.  The first approach is to assign each individual node on the plane a temporary identifier and have this node register this information with its home DNR (similar to the Mobile-IP approach designed for mobile hosts in the Internet [15]).  

The second and third approaches are based on the concepts of assigning a group identifier to the whole mobile network. These two approaches are more scalable than the first. In the second approach, each plane gets a special mobile group identifier e.g. Plane101.SIA.  This mobile network will “register” with a nearby DNR, and the gateway of that nearby domain will help to inject route information so that bundles destined to this plane can be delivered to that nearby gateway and hence to the mobile network.  When the mobile network moves, the gateway will stop announcing such routes. Individuals currently on the plane only need to inform their home networks that they will be on Plane101.SIA.  Such individuals will also register with the DTN gateway on the plane.  Assume that bob@cse.lehigh.edu is now at Plane101.SIA. It updates its home CNR/DNR that it is at Plane101.SIA. When someone sends a bundle to bob@cse.lehigh.edu, that bundle will arrive at a gateway at cse.lehigh.edu (say gw3@cse.lehigh.edu). gw3@cse.lehigh.edu may have cached information how to reach bob@cse.lehigh.edu. It attempts to forward that bundle but receives an error. So, gw3@cse.lehigh.edu sends a query to dnr@cse.lehigh.edu to find out the most updated reachability information for bob. dnr@cse.lehigh.edu informs gw3@cse.lehigh.edu to forward the bundle to Plane101.SIA. The bundle arrives at gw5@Plane101.SIA. gw5@Plane101.SIA queries the dnr@Plane101.SIA to find out how to forward this bundle to bob. If Bob turns on the forwarding optimization feature, its home DNR will update the top-level gateway (gw1@lehigh.edu) and its local gateway (gw3.cse.lehigh.edu) that all bundles for Bob should be delivered to Plane101.SIA once Bob has performed a home registration update. Thus, gw3.cse.lehigh.edu or gw1@lehigh.edu could have forwarded the bundle without incurring extra delay in discovering that Bob is away. In addition, Bob can also notify the sender his latest reachable information similar to the route optimization feature that Mobile-IP provides.  
In the third approach, each gateway on the ground can advertise some group identifiers that can be leased to a mobile network when that network is registering with the gateway e.g., Plane300@JFK.  When the plane moves to another gateway, the plane will get another temporary group identifier e.g. Plane101@Heathrow.  The downside of this approach is that the group identifier of the mobile network changes when the airplane is served by different ground stations connected to different gateways.  So, in our example, we need an extra database access at the home gateway of SIA to discover that Plane101.SIA is now Plane300@JFK. 
Currently, we prefer the second approach but we intend to explore via simulations which approach provides faster delivery time with fewer overhead messages. Based on such studies, we plan to make a recommendation in our final architecture document.

Network Partition Scenario
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Next, we illustrate via an example shown in Fig. 6 how our enhanced architecture deals with node mobility and network partitioning.  In Fig. 6(a), we assume that gateway G4:GW2 knows via the exchanged DTN heartbeat messages that both G2:GW2 and G3:GW1 have a route to any group members in Group 1.  Assume that node G4:n7 wishes to communicate with G1:n4.  G4:n7 will use the routing protocol in G4 to discover that G4:GW2 knows a route to G1 and forwards its bundles to G4:GW2.  G4:GW2 may decide to use multiple paths to send bundles to G1:n4 or merely use one path and use the other path only when the existing utilized path is not available.  Assume G4:GW2 decides to route the bundle to G2:GW2.  G2:GW2 will use group 2’s routing protocol to deliver the bundle to G2:GW1.  G2:GW1 then forwards the bundle to G1’s gateway (G1:GW1) which then uses Group 1’s routing protocol to forward the bundle to G1:n4.  We assume that G2:GW1 and G2:GW2 cache the information that they have routes to G1.
(a)  Before group partition 

(b) After group partition

Figure 6.  Mobility management in enhanced DTN

Now assume that Group 1 members encounter some hurdles as they move and the group is partitioned into two groups as shown in Fig. 6(b).  G1:GW1 is also the DNR of Group1. Once the group is partitioned, G1:GW2 becomes an acting DNR for the new group while G1:GW1 remains the DNR of the remaining partitioned group. We further assume that group 1’s gateways (G1:GW1 and G1:GW2) will pick a new temporary group ID and updates G2:GW1 and G3:GW2 respectively with this information during its regular heartbeat exchange with them.  Assume now that the node G2:n5 wishes to talk to G1:n4.  It can send a request to G2:GW1 to see if it has a route to G1:n4. G2:GW1 will find out from G1:GW1 that G1:n4 is not reachable. G1:GW1 can discover that it no longer can talk to G1:n4 using the routing protocol of Group 1 and some timeout mechanisms.  G2:n5 will have to re-issue a route request to G2:GW2. G2:GW2 will broadcast such a request to nearby gateways and eventually find the route G2:GW2-G4:GW2-G3:GW1-G3:GW2-G1:GW2.  In the reply, G3:GW2 can inform the rest of the gateways of the temporary group identifier of group 1 (TGID1) so that the next time other nodes wish to communicate with group 1’s members, they can check gateways that can reach TGID1.  Note that in our approach, the nodes within a group that discover that they have lost their communications with certain nodes can exchange messages among themselves to decide whether or not they want to use a temporary group identifier. One way to achieve this is to have the group decide on creating a temporary group identifier when the new subgroup contains some minimum fraction of the original group size. If only one or two nodes are partitioned from the rest of the group, the orphan nodes may decide to just join a nearby group and obtain a temporary identifier. 
E. Point-to-multipoint Bundle Delivery
Point-to-Multiple-Points (P2MP) communication in DTN is defined as the one-to-many data transmission among a group of DTN nodes. We study two categories of P2MP bundle delivery: the intra-group P2MP bundle delivery where the source and receivers are located in the same group and the inter-group P2MP bundle delivery where the DTN nodes may be from different groups which are physically or topologically distributed.

In the P2MP approach for the intra-group case, assume that there is no subgroup and there exists only one data source and multiple receivers. Also assume that the DTN network is a virtual overlay network building on top of the underlying network infrastructure (including ad hoc networks) and the underlying network provides unicast routing capability. A P2MP tree will be formed with the source as the root. There are two modes of P2MP tree setup. One is the pull mode, in which the source DTN node registers the P2MP session or service information, e.g. its identifier, the session name, session description, and session alive period at the DNR of this DTN group. Any DTN node in the group can retrieve registered P2MP sessions from the DNR. If a DTN node X is interested in a P2MP session, it will send a “join group” message to the root of the P2MP session. Then, the root will confirm the DTN node X’s membership by sending a confirmation downstream to X.  In the push mode, the P2MP session information is first flooded across the DTN network. Every DTN node that is interested in the P2MP group will register its interest at its up-streaming DTN parent. In both modes, each DTN node maintains a forwarding table for each P2MP group, which contains all its direct DTN children in the P2MP tree. Explicit join and leave messages may be used when a DTN node moves to a new place.
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Figure 7.  An inter-group P2MP scenario
In the inter-group case, a source node of a P2MP session will register the P2MP session information at the DNRs of various DTN groups based on the scope of the session (measured in terms of the number of DTN hops). If a DTN node X is interested in a P2MP session based on the session information retrieved from its local DNR, it will send a “join group” message via its DTN gateway to the root of the P2MP session. An example scenario is illustrated as Fig. 7. The source node is located in DTN group 1 and there are DTN nodes in groups 2, 3, and 4 that are interested in joining the P2MP session. 
We support three options of aggregation of the “join group” messages. The first option is called the maximum aggregation where the DTN gateway (e.g. N1) collects and stores all the membership for the P2MP session in its group (e.g. N2 and N3), hides such information and registers its group as a member of the P2MP session with an upstream DTN gateway (e.g. L2). Then the upstream DTN gateway continues “join group” message aggregation and eventually the aggregated “join group” message reaches the P2MP source. The source only sees the “join group” message from the nearest one-hop DTN gateways (e.g. h3 and h4) and it sends the bundles of the P2MP session to those one-hop DTN gateways. Then it is the responsibility of the one-hop DTN gateways to duplicate the bundles to the downstream next-hop DTN gateways that have previously aggregated the “join group” messages if applicable. The second option is called medium aggregation where the aggregation only happens in a DTN group level and no aggregation or information hiding is conducted at the intermediate upstream DTN gateway(s). Thus the source knows all the DTN gateways (e.g. L1, L2, N1, and M2) whose groups have members interested in the P2MP session. Thus all the bundles of the P2MP session are transmitted from the source to the destination gateways, which will then duplicate the bundles to the individual members using the intra-group P2MP bindle delivery scheme described above. The third option is the no-aggregation option where the source knows all the IDs of the members of the P2MP session (e.g. N2, N3, L3, L4, and M4).

VII. Concluding Remarks and Remaining Open Issues
New network scenarios are challenging traditional assumptions of Internet service models.  In such scenarios, an instantaneous end-to-end path between a source and destination may not exist, and the links between nodes may be opportunistic, predictably connectable, or periodically-(dis)connected.  We have proposed an enhanced disruption tolerant network (EDIFY) architecture to address such challenges.
In this document, we present a generalized naming convention for the enhanced DTN architecture that permits separate representations of network topology, administrative control, physical location, and other factors.  In addition, we illustrate system operations in this enhanced DTN architecture such as DTN neighbor discovery, DTN intragroup and intergroup forwarding, mobility management, and point-to-multipoint bundle delivery.  In some of these topics, we have two or three approaches and we intend to perform some back-of-the-envelope analysis or simulation studies on the different approaches so that we can make a recommendation in the final version of our architectural document.
There are several remaining issues that we will explore in the near future. They are listed below:

· Finalize design details on the support of geographically/administratively distributed adhoc groups.

· Detailed design of classes of service.

· In-depth studies of intragroup P2MP bundle delivery

· In-depth design of intergroup P2MP bundle delivery

· More details on the intergroup forwarding protocol and some simulation studies.

· Design of a fair-share buffer management scheme for different classes of service and some performance studies.

· Design of a fair-share scheduling scheme in scenarios where the communication resources are limited and some performance studies.

· Performance studies after all components designed are integrated together.

VIII. Appendix 1
In Figure 8, we give an example of a DTN group called sage with two subgroups g1.sage and g2.sage. We assume that the nodes in each subgroup are configured to forward bundles destined to other subgroups to their own subgroup gateway, and that the subgroup gateway is configured such that bundles destined for other subgroups are forwarded to their group gateway.  Thus, when n3@g2.sage has a bundle to send to n7@g1.sage, it forwards the bundle to gw32.g2.sage which forwards it to gw1.sage. The underlying network routing protocol is used to perform the forwarding from one DTN hop to another e.g. from gw32.g2.sage to gw1.sage. .When the bundle arrives at gw5.g1.sage, it can query its subgroup DNR i.e. dnr3.g1.sage for a DTN name to network address mapping of n7.g1.sage. Then, gw5.g1.sage can forward the bundle to n7.g1.sage. This is the default routing approach. For route optimization, the network mapping information of n7.g1.sage can be sent to the source DTN node to enable it to find via the underlying network routing protocol for an alternative route. In our example, n3.g2.sage can also use n9.g2.sage to deliver the bundle. This alternative route goes through a non-DTN node n2 before it reaches n@g1.sage. To allow for such route optimization, we may have to include additional field in the network routing layer to indicate if a node supports DTN functionality. With such enhancement, a DTN node can easily find its 1-hop DTN neighbor and can request such neighbors to be the custodian for the bundles that it send to other nodes if it does not want to use a default route.
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Figure 8.  An intragroup forwarding example
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