Solicitation Number: BAA04-13


Proposal Name: EDIFY
July 9th, 2004


TABLE OF CONTENTS

Section

Page

Section I – Administrative

Section II – Detailed Proposal Information
4A.
Executive Summary

B.
Innovative Claims
5
C.
DELIVERABLES
7
C.1
Contractor Deliverable Requirements List
7
C.2
Proprietary Rights
7
C.3
Technology Transition and Commercialization
7
D.
Statement of Work
8
E.
COST, SCHEDULE, aND MILESTONES
Error! Bookmark not defined.
E.1
Table of Costs
Error! Bookmark not defined.
E.2
Schedule
9
E.3
Milestones
9
F.
Technical Rationale, approach, and constructive plan
11
F.1
Technical Rationale
11
F.1.1
End System Characteristics
11
F.1.2
Path and Link characteristics
12
F.1.3
Enhancements to Existing Protocols are Insufficient
12
F.1.4
Noticeable Holes in Existing DTN Proposals
12
F.2
Constructive Plan for Accomplishment
13
F.3
Technical Approach
14
F.3.1
Summary of Technical Approach
14
F.3.2
Groups and DTN Gateways
16
F.3.3
System Operations in Enhanced DTN architecture
17
F.3.3.1
Neighbor Discovery
17
F.3.3.2
Gateway Selection
17
F.3.3.3
Mobility Management
19
F.3.4
Routing Protocol Design
20
F.3.4.1
Invoking Multipath DTN Routing At Will
20
F.3.4.2
What does Route Discovery mean in DTN?
21
F.3.4.3
Overview of DTN Routing Protocol
23
F.3.4.4
Simulations of DTN Routing Protocol
27
F.3.5
Bundle Acceptance Algorithm Design
27
F.3.6
Bundle Scheduling Design
29
F.3.6.1
One Possible Fairness Definition in a Wireless Ad-hoc Environment
29
F.3.6.2
One Possible Fairness Definition in a Mobile-carrier Environment
30
F.3.6.3
Bundle Scheduling Policy
31
F.3.7
Point-to-Multipoint Bundle Delivery Protocol
32
F.4
Phase 2 Integration
34
F.5
Phase 3 Experimentation and Demonstration
35
G.
Comparison with Ongoing Research
36
G.1
Comparison with Delay-Tolerant Networking Research
36
G.2
Comparison with Existing Ad-hoc Network Research
36
G.3
Comparison with Existing Sensor Network Research
37
G.4
Comparison with Existing Overlay Network Research
38
H.
Previous Accomplishments
Error! Bookmark not defined.
H.1
PI: Mooi Choo Chuah
Error! Bookmark not defined.
H.2
Co-PI: Brian D. Davison
Error! Bookmark not defined.
H.3
Co-PI: Liang Cheng
Error! Bookmark not defined.
I.
FacILITIES DESCRIPTION
Error! Bookmark not defined.
J.
PROGRAM MANAGEMENT
Error! Bookmark not defined.
J.1
Lehigh’s Program Management Team and Programmatic Relationship
Error! Bookmark not defined.
J.2
Key Personnel Unique Capabilities and Task Responsibilities
Error! Bookmark not defined.


Section III - Additional Information

A.
REFERENCES

B.
relevant papers

LIST OF FIGURES

Figure

Page

9Figure 1: Schedule


Figure 2: Flexible Naming Convention
14
Figure 3: Interdomain Gateway Update Procedure
18
Figure 4: Mobility Management in Enhanced DTN
19
Figure 5: Multipath DTN routing in sensor-network
21
Figure 6: An example of DTN network
22
Figure 7: DTN Routing Mechanism
23
Figure 8: DTN Routing Policies
24
Figure 9: Information Maintained by a Mobile Carrier
26
Figure 10: A Simple Simulation Example
27
Figure 11: Fair-Share DTN Bundling Scheduling for Ad hoc Network Scenario
30
Figure 12: Fair-Share DTN Bundling Scheduling for Mobile Carrier Scenario
31
Figure 13: Bundle Scheduling Options
31
Figure 14: Different Point-to-Multipoint Delivery Approaches
32
Figure 15: p2mp Bundle Delivery Tree for DTN
33
Figure 16: EDIFY Program Management Team
Error! Bookmark not defined.


LIST OF TABLES

Table

Page

7Table 1: Deliverables


Table 2: Costs by Task
Error! Bookmark not defined.
Table 3: Milestones

9
Table 4: EDIFY Team Key Personnel
Error! Bookmark not defined.


Section II -- Detailed Proposal Information
A. Executive Summary
New emerging network scenarios, such as mobile networks and battlefield ad-hoc networks, are challenging the current assumptions of the Internet Service model.  In such scenarios, an instantaneous end-to-end path between a source and destination may not exist, and the links between nodes may be opportunistic, predictably connectable, or periodically-(dis)connected.

In response to the DARPA Disruption Tolerant Networks (DTN) program in BAA 04-13, Lehigh University proposes a Phase 1 research project entitled “Enhanced Disruption/Fault Tolerant Bundle Delivery (EDIFY) system to provide network services even when no end-to-end path exists.  Our EDIFY system provides adaptive features that allow DoD networks to be transitioned from conventional networks to a more dynamic, self-forming, peer-to-peer architecture.

Our proposed system extends the current DTNRG program in several directions that span the “identified problem areas” discussed in BAA04-13, namely Late Binding, Fuzzy Delivery Scheduling, and Policy-Based Resource Utilization.  Our system also addresses additional issues, e.g., point-to-multipoint bundle delivery and DTN bootstrapping.  Our EDIFY system with DTN capability can be implemented above Layer 3 and hence be Layer 3 protocol independent.  Our EDIFY system can also be integrated with security and information assurance mechanisms.

EDIFY consists of five major extensions or modifications to the DTNRG work: 

1. Flexible Node Naming Convention: A generalized naming convention that permits separate representation of network topology, administrative control, physical location, etc.

2. Policy-Based DTN Routing Framework: A routing framework that allows for source-specific, DTN node-specific, and domain-wide policies to be addressed.  Such routing policies dictate the conditions for triggering a particular routing protocol that will be used to deliver bundles from different service classes.  In addition, nodes can specify preferences for the transiting domains, e.g., certain domains should be avoided if possible.

3. QoS-Based Bundle Acceptance Algorithm: DTN nodes can be configured with different bundle acceptance algorithms for different service classes.  One particular bundle acceptance algorithm may give preference to bundles to near destinations over bundles to further destinations.  Another may give storage priority to bundles from one service class.

4. Adaptive Bundle Scheduling Algorithm: Different fairness criteria can be configured at DTN nodes such that different scheduling algorithms will be triggered for different environments, e.g., Fair-Share Internet will be used in a wired Internet environment and Fair-Share Ad-Hoc will be used in wireless ad-hoc networks.

5. Point-to-Multipoint Bundle Delivery (p2mp) Protocol: We consider implicit tree forwarding and explicit tree formation in the design of our p2mp protocol.

These innovations are directly tied to the vision of a realistic, robust messaging architecture that can work over today and tomorrow’s networks and users, including highly mobile systems and variable network topologies.  Our unique contributions will help to make such an architecture a reality.
B. Innovative Claims

Emerging network scenarios [Fall03a], e.g., high latency networks like near-earth satellite communications, military ad-hoc networks, and sensor networks introduce new network design challenges e.g. information needs to be delivered without an existing end-to-end path. Some preliminary architectural and bundle delivery protocol design has been done in the Delay Tolerant Networking Research Group (DTNRG) [Fall03a][Fall03c]. However, a number of design areas still remain where details need to be provided. The objective of Lehigh’s proposed research is to enhance the existing DTNRG architecture such that it can deal with changing network topology and node mobility. To achieve this objective, we intend to design (a) new naming scheme that can cope with network mobility and network partitions, (b) robust routing scheme, (c) bundle acceptance algorithm, (d) bundle scheduling scheme, and (e) bundle point-to-multipoint delivery protocol. Lehigh’s proposal will be referred to as EDIFY.
EDIFY’s most significant innovations include:

· Flexible Node Naming Convention
A generalized naming convention that permits separate representations of network topology, administrative control, physical location, and other factors.  This allows for bundle routing preferences or requirements to be expressed as functions of a (possibly incomplete) name.  It also permits extensions to incorporate service operations within the naming construct.  Our naming convention also allows a visiting node to be associated with a visiting identifier after registration. Networks that are partitioned can get new names dynamically while retaining their old identities so that important information can be delivered if needed.
· Policy-Driven DTN Routing Framework
Our Policy-Driven DTN Routing Framework allows DTN nodes to be configured with individual as well as domain-wide set of routing policies that determine the unicast/multipoint routing algorithm that will be active and the type of routes (e.g., single or multi-path) that will be used for delivering bundles of different service classes.  The routing policies also determine if any DTN routes will be preferred over other routes based on route characteristics such as location of nodes along route (e.g., it may be desirable to send a bundle via domains hosted in “friendly” countries).
· QoS-Based Bundle Acceptance Algorithm
Our QoS-Based Bundle Acceptance Algorithm provides different treatments to bundles from different service classes.  For example, bundles from a reliable class are given higher priority than bundles terms of storage occupancy.  In addition, our bundle acceptance algorithm allows DTN nodes to accept more bundles for nearby destinations than bundles for destinations further away if the DTN nodes prefer such a choice.
· Adaptive Bundle Scheduling Algorithm

Our Adaptive Bundle Scheduling Algorithm allows DTN nodes to be configured with different fairness criteria for different environments, e.g., Fair-Share Internet for Internet environment, Fair-Share Ad-Hoc for ad hoc network environment and Fair-Share Mobile-Carrier for mobile-carrier environment.  It also allows bundles from different classes to be served with different scheduling algorithms, e.g., simple priority based for bundles from different classes but fair-share ad-hoc scheduling for traffic from the same class.
· Point-to-Multipoint Bundle Delivery Protocol
In this project, we propose to design the point-to-multipoint (p2mp) bundle delivery protocol with two techniques: implicit tree forwarding and explicit tree formation. The former approach handles the case in which bundles need to be delivered to all nodes within a group. The latter approach deals with both cases of sending group messages in bundles to all nodes and to multiple recipients. Policy information will be fused at the DTN gateways at the transport/application layer and situation awareness information will be incorporated into the formation of the p2mp bundle delivery tree at the DTN gateways.
These innovations are directly tied to the vision of a realistic, robust messaging architecture that can work over today and tomorrow’s networks and users, including highly mobile systems and variable network topologies.  Our unique contributions will help to make such an architecture a reality.
C. DELIVERABLES

C.1 Contractor Deliverable Requirements List

The proposed deliverables are identified in Table 1.

Table 1: Deliverables
	No.
	Description
	Months (After Contract Award)

	1-14
	Progress reports 
	Monthly

	15
	System Architecture Design Report
	6 months

	16
	DTN Routing Design Report
	9 months

	17
	DTN Bundle Acceptance Design Report
	9 months

	18
	DTN Bundle Scheduling Design Report
	9 months

	19
	DTN Point to Multipoint Delivery Design Report
	9 months

	20
	DTN Routing Scheme Performance Study Report
	14 months

	21
	DTN Bundle Acceptance Scheme Evaluation Report
	14 months

	22
	DTN Bundle Scheduling Scheme Performance Evaluation Report
	14 months

	23
	DTN Point to Multipoint Delivery Scheme Evaluation Report
	14 months


C.2 Proprietary Rights

C.3 Technology Transition and Commercialization

D. Statement of Work
Lehigh University shall design an Enhanced Disruption Tolerant Network architecture capable of delivering messages of different service classes.  There are several important tasks, namely (a) designing the enhanced architecture that allows for node/group mobility and unpredictable network partitions, (b) designing bundle routing protocols, (c) designing bundle acceptance algorithm, (d) designing bundle scheduling algorithm, (e) designing point-to-multipoint bundle delivery protocol.

Task 1: Enhanced Architectural Design
In this task, the Lehigh EDIFY team will enhance the current DTN architecture proposed in [Fall03a] via new flexible naming conventions that allow the DTN to deal better with node/group mobility and unpredictable network partitions. The design will be documented in a technical report.
Task 2: Bundle Routing Protocol Design
In this task, the Lehigh EDIFY team will design the policy-driven bundle routing protocol that involves the presence of mobile carriers. Simulations will be carried out to evaluate the performance of design protocol in terms of its ability to deal with unpredictable network partitions. We will also evaluate signaling overhead of the routing protocol in different mobility scenarios etc.
Task 3: QoS-Based Bundle Acceptance Algorithm Design
In this task, the Lehigh EDIFY team will design the bundle acceptance algorithm that allows the nodes to accept bundles of different service classes with different Quality of Service requirements (e.g. in terms of delivery reliability, delivery time etc). Simulations will be carried out to evaluate the performance of the designed scheme. The design and evaluation of the designed scheme will be documented in a technical report.
Task 4: Bundle Scheduling Algorithm Design
In this task, the Lehigh EDIFY team will design the bundle scheduling algorithm that allows the nodes to serve the accepted bundles differently depending on their service classes. The scheduling scheme has to give all different bundles a fair-share of the available network resources.  Different fairness criterion are defined for different environments. Simulations will be carried out to evaluate the performance of the designed scheme. The design and evaluation of the designed scheme will be documented in a technical report.
Task 5: Point to Multipoint Bundle Delivery Protocol Design
In this task, the Lehigh EDIFY team will design the point-to-multipoint bundle delivery protocol that allows a node to distribute relevant information to multiple recipients in DTN environment. The design will be evaluated via simulations. Both the design and evaluation of the designed protocol will be documented in a technical report.

Task 6: Program Management

Lehigh shall provide Program Management for the Base Period. Program Management shall consist of monitoring and controlling the cost, schedule, and scope of the technical tasks. Lehigh shall prepare cost and schedule reports.

D.1 Schedule

The proposed schedule is identified in Figure 1.
	
	Task Name
	Duration
	Start
	Finish
	2004
	2005
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	System Architecture: naming
	3 months
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	12/04
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	2
	System Architecture: integration
	11 months
	01/05
	11/05
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	3
	DTN Routing: policy-driven design
	9 months
	10/04
	06/05
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	4
	DTN Routing: performance study
	5 months
	07/05
	11/05
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	5
	DTN Bundle Acceptance: algorithm
	9 months
	10/04
	06/05
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	6
	Bundle Acceptance: performance
	5 months
	07/05
	11/05
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	7
	DTN Bundle Scheduling: scheme
	9 months
	10/04
	06/05
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	8
	Bundle Scheduling: performance 
	5 months
	07/05
	11/05
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	9
	DTN Point-to-Multipoint Protocol
	9 months
	10/04
	06/05
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	10
	DTN P2MP performance evaluation
	5 months
	07/05
	11/05
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	11
	Documentation
	8 months
	01/05
	11/05
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	12
	Project Management
	14 months
	10/04
	11/05
	
	
	
	
	
	
	
	
	
	
	
	
	
	


Figure 1: Schedule

D.2 Milestones

The proposed milestones are identified in Table 3.

Table 3: Milestones

	No.
	Description
	Date

	1
	Preliminary System Architecture Design 
	3 months after start

	2
	Final System Architecture Design
	6 months

	3
	Preliminary DTN Routing Framework
	6 months

	4
	Preliminary DTN Point-to-Multipoint Bundle Delivery Design
	6 months

	5
	Final DTN Routing Framework Design
	9 months

	6
	DTN Bundle Acceptance Algorithmic Design
	9 months

	7
	DTN Bundle Scheduling Design
	9 months

	8
	Final DTN Point-to-Multipoint Bundle Delivery Design
	9 months

	9
	Performance Evaluations of Tasks (2)-(5)
	12 months

	10
	Documentation
	14 months


Milestone 9 will be comprised primarily of simulation.  In DTN routing, we will conduct simulations to demonstrate our bundle delivery mechanism with 80% utilization and 100% reliability on links of less than 20% availability.  We will also determine how the overhead of point-to-multipoint delivery affects utilization under similar scenarios.  Finally, we will demonstrate the effect of bundle class assignment on bundle delivery times as a result of policy-based bundle acceptance and scheduling algorithms.
Underlying all of these mechanisms is the fundamental notion of custodianship of a bundle.  In order to provide trusted delivery, we utilize the DTNRG model of transferring custodianship on a hop-by-hop basis, supported by cryptographic techniques to verify integrity (as well as identity and possibly privacy).  Bundle custodianship is not transferred automatically, but is the result of negotiation between nodes.
E. Technical Rationale, approach, and constructive plan 

Technical Rationale

The Internet has been a great success at interconnecting communication devices across the globe.  Most Internet applications are based on the existing TCP/IP based Internet service model.  Using a packet-switched model of service, the IP protocol is mapped into network-specific link-layer data frames at each router and hence an end-to-end connection can span networks of different technologies, e.g., ATM, frame relay, ISDN, telephone and cellular networks.  Current internet service models rely on a few key assumptions to provide useful service, namely

(a) an end-to-end path exists between a source and destination pair

(b) the maximum round-trip time between any node pair is not excessive

(c) the end-to-end packet drop probability is small.

(d) communication links have relatively symmetric bidirectional data rates.

However, new emerging network scenarios are challenging these assumptions, e.g.:

(a) Mobile networks.  A commuter bus installed with wireless modem may only have intermittent RF connectivity at various terminals as it travels from place to place but it can act as a store and forward message switch for bus riders to send emails, etc.  Other forms of mobile carrier are reported in [Magicbike][DarNet].

(b) Battlefield ad hoc networks.  These systems operate in hostile environments where jamming, environmental factors and mobility may cause temporary disconnections.

(c) High latency networks.  Near-earth satellite communications, very long distance radio or wireless optical links that may be subjected to high latency with predictable disruptions, e.g., due to planetary dynamics.  Such communications may also suffer outage due to environmental conditions, e.g., weather and solar flare activity.

These challenging network scenarios in general have the following common characteristics: the latency, the bandwidth limitations, or path stability are substantially worse than is typical in today’s internet. Some of these characteristics are elaborated in subsequent subsections so that one can understand the requirements that a new architecture design should address to accommodate such networks.

E.1.1 End System Characteristics

In some networks, end nodes are placed in hostile environments, e.g., sensor networks, military networks, and networks used by emergency response teams.  In such cases, network nodes may not last long and networks may be disconnected for long periods of time. The conventional end-to-end acknowledgement schemes are not useful for such network scenarios. Instead, it may be more appropriate to delegate to some other party (that is still operational) the responsibility of delivering the message reliably.

In addition, small devices like sensor nodes have limited battery power. Hence, their communication patterns may have to be scheduled a priori to ensure a low duty cycle of 1-2% and hence the longevity of the entire network. Small devices too have limited memory resources. It is undesirable for such devices to keep a copy of their sampled data till it can be acknowledged by the sink since the end-to-end delay may be prohibitively long.

E.1.2 Path and Link characteristics

In some network scenarios, the link bandwidth may be as low as 10-20 Kbps (e.g., low-power sensors or underwater acoustic links). Data rates may also be asymmetric, e.g., satellite links with high downlink data rate but low uplink data rate. In some extreme cases, there may not be any return channel, e.g., covert military operations. In addition, we may also have frequent disconnections. Disconnections can arise due to motion or battery power exhaustion. Disconnections due to motion may be predictable (e.g., interplanetary dynamics) or unpredictable (due to nodes moving out of communication range). Furthermore, we may have long queuing times, e.g., when next hop routers are not reachable or when networks become temporarily partitioned.

E.1.3 Enhancements to Existing Protocols are Insufficient

To adapt Internet service to emerging ad hoc environments, one approach is to make the problematic links look more like the types of links for which TCP/IP was designed.  We refer to such an approach as the “link-camouflage” approach. Some examples of “link-camouflage” are described in [Hari97], e.g., using reliable link-layer protocol, using split TCP connection, and end-to-end explicit loss notification.  The disadvantages of the “link-camouflage” approach are that (a) the enhancements may work well in one environment (e.g., high packet loss rate or LAN environment) but not in another (e.g., highly variable link bandwidth availability or WAN environment), (b) the designed technique still requires an end-to-end path to exist which may be an invalid assumption in network environments where network elements may be partitioned for a long time.  Another approach is via performance enhancing proxies [Bord01] and application-layer proxies [Davi02].  The disadvantages of these proxies are (a) they may be specific to a particular application, (b) they may not work with IPSEC, and (c) there is no general inter-proxy routing capability.

Electronic mail provides an abstraction that comes close to addressing many of the problems posed by the challenging network scenarios [Fall03a].  Its flexible naming, asynchronous message-based operation, and in-band error reporting are useful features that enable it to run over a rich set of network technologies.  However, email falls short due to its lack of dynamic routing, and weakly-defined delivery semantics.  Email delivery seems to be “mostly reliable delivery” with “occasional failure” notification.  Upon failure, the original message and accumulated errors are generally returned to the sender but the sender has little direct ability to correct the problem.

E.1.4 Noticeable Holes in Existing DTN Proposals

From the above discussion, it is clear that a new architecture is needed that can combine some overlay routing capability with the delay-tolerant and disconnection-tolerant properties of electronic mail.  A new overlay architecture called Delay Tolerant Networking has been proposed in [Fall03a] to provide virtual message switching capabilities with limited expectations of end-to-end connectivity and node resources.

In the existing delay-tolerant networking proposal [Fall03a], the network is divided into different regions and the regions are connected by gateways.  A gateway that spans two regions consists logically of 2 halves, each half in one of the adjacent regions above their corresponding transport protocols.  Gateways are responsible for storing messages in nonvolatile storage when reliable delivery is required and mapping between differing transports by resolving globally-significant name tuples to locally-resolvable names for traffic destined to an adjacent region.

However, we believe such a naming convention—while useful for stationary delay tolerant network scenarios—may not be able to deal with ad-hoc mobile environments that battlefield networks often face. In battlefield networks, army personnel often form an ad hoc network and move together as a group.  Often, the group may be forced by environments, e.g., hills or enemy attacks to be split into disconnected groups.  Nodes in other groups/regions who wish to communicate with such a partitioned group require a better naming convention than what is currently proposed in [Fall03a].  Even when communication links are only temporarily disconnected, networking services within a region may be disrupted.

In addition, no specific details are provided on how routing is performed in the current delay-tolerant networking proposal [Fall03a].  There are also no details on a bundle acceptance algorithm nor a bundle transmission scheduling policy.  No details are provided on how network neighbors can discover one another since the delay-tolerant approach uses an overlay network.  In addition, the performance work reported so far [Fall03b] assumes that the link availability is known and can be easily characterized which may not be true in some scenarios e.g. battlefield scenarios.  The existing bundle specification [Scot04] also does not address point to multipoint bundle delivery.  The lack of such details is crucial, because in typical battlefield or emergency scenarios, information needs to be delivered to multiple recipients.
Constructive Plan for Accomplishment  

Lehigh will design an EDIFY system by dividing the project into multiple tasks which are listed below:

Task 1: System Architecture Design

· Enhance the DTN architecture with new naming convention that can deal with network mobility and network partitions

· Integrate the design concepts into the simulation subtasks of subsequent tasks.

Task 2: DTN Routing Framework Design
· Design Policy-Driven DTN Routing Framework
· Evaluate the performance of designed protocol 
Task 3: DTN Bundle Acceptance Algorithmic Design
· Design DTN Bundle Acceptance Algorithm
· Evaluate the performance of designed protocol 
Task 4: DTN Bundle Scheduling Scheme Design
· Design DTN bundle scheduling scheme
· Evaluate the performance of designed protocol 
Task 5: DTN Point-to-Multipoint Delivery Protocol Design
· Design DTN Point-to-Multipoint Delivery Protocol
· Evaluate the performance of designed protocol 
Task 6: Project Management

· Ensure milestones are achieved, schedules are met.
· Report to, and meet with, project sponsors to detail progress.
· Ensure expenditures are within planned budgets.
Technical Approach
E.1.5 Summary of Technical Approach

Our discussion earlier indicates that current IP technology that assumes stable routes and network presence cannot meet the challenges faced in disruption-tolerant and delay-tolerant networks.  A DTN requires the ability to delay associating a message bundle to a specific address.  It also requires a technology that allows addresses to change during interaction in case the destination may not even be resolvable at the time of message initiation.
In this proposal, we propose an enhanced disruption- and fault-tolerant bundle delivery system (EDIFY) that consists of five major components: (a) a Flexible Naming Convention, (b) Policy-Driven Routing Framework, (c) DTN Bundle Scheduling Algorithm, (d) DTN Bundle Acceptance Algorithm, and (e) Point-to-Multipoint Bundle Delivery Protocol.
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Figure 2: Flexible Naming Convention

Our Flexible Naming Convention allows for role-based addressing and multiple namespaces. It provides layered resolution of address and routing information. We illustrate our concept using a diagram. Figure 2 illustrates the hierarchical naming convention in our enhanced DTN architecture. We show four groups: three of which belongs to US-DOD and one is a NATO squad team made up of army personnel from US, UK and France. Two of the three US-DOD teams are from US-DOD.Army while the third one is from US-DOD.Navy. There is a platoon member (UserHost-1093) that is currently with the US-DOD.Navy.Battalion5. This platoon member can be given a visiting identifier like US-DoD.Navy.Battalion5.Visitor5. Information is kept at US-DoD.Navy.Battlion5.GW1 that there is a visitor from US-DoD.Army.Platoon44. Similarly, information is kept at US-DoD.Army.Platoon44.GW3 that one of their members is at US-DoD.Navy.Battalion5. Whenever there is any message for US-DoD.Army.Platoon44, US-DoD.Army.Platoon44.GW3 will send a copy to US-DoD.Navy.Battalion5.GW1 to be delivered to UserHost-1093. In Figure 2, we also show an example of a squad team that consists of army personnel from some NATO countries. The squad team members each have their own original identity as well as a temporary identity from the squad team. Whenever a squad team member wishes to send information to anyone within its squad team, it can use its squad team identifier. Whenever a squad team member wishes to send information to its original group, it can use its original identifier. 

In our Policy-Driven Routing Framework, every DTN node is configured with individual and domain-wide routing policies that determine the conditions for determining the routing approach at any particular time.  The routing policies can mandate the preferred domains for the bundles to go through and those domains that should be avoided due to security or cost reasons.  An example is shown in Figure 2 where bundles from US.DoD.Army prefer to be routed via the Spain domain than via the North-Korea domain even though both routes can deliver the bundles to the squad team. 

In addition, our Routing Framework allows gateways to be selected dynamically as networks evolve. Nodes that make contact with other nodes from a different domain are candidates for gateways. Different domains can set different policies for the gateway selection criteria and then the gateway selection protocol will dynamically elect the winner. 

Each domain can choose its own bundle acceptance algorithm. We refer to our bundle acceptance algorithm as QoS-based Bundle Acceptance Algorithm (QBAA).  In QBAA, bundles from a “reliable” class have a higher priority in terms of storage space over bundles from other classes.  Bundles which are destined to nodes further away will be given lower priority over bundles destined to closer nodes if this is the preferred choice in the bundle acceptance policy.

Similarly, different domains may implement different bundle scheduling algorithms.  In our proposed work, we define different fairness criteria for different environments. For example, in the Fair-Share Ad-Hoc algorithm (which is a new fair-share algorithm for ad-hoc networks), the nodes exchange sufficient information to construct their local views of a session contending graph such that non-contending flows can be scheduled distributedly to have a fair share of the available wireless bandwidth.

In a typical battlefield or emergency scenario, important information needs to be disseminated to different members within a group or even to members from different groups. Thus, an efficient point-to-multipoint (p2mp) bundle delivery protocol needs to be designed.  A conventional IP-multicast approach does not work in a DTN environment since the multicast delivery tree may not exist all the time. In this project, we propose to design the p2mp bundle delivery protocol with two techniques: implicit tree forwarding and explicit tree formation. The former approach handles the case in which bundles need to be delivered to all nodes within a group. The latter approach deals with both cases of sending group messages in bundles to all nodes and to multiple recipients. The first approach, i.e., implicit tree forwarding, relies on every DTN node in the point-to-multipoint group to relay any received group message in unicast fashion to all its DTN neighbors that has been discovered. Duplicate messages will be refused during bundle negotiation for the purpose of bandwidth efficiency. We will study the second approach, i.e., explicit tree formation in two modes: dense mode and sparse mode. The dense mode assumes that a large percentage of the nodes or all nodes in a group are recipients of the group messages, which may be solved by spanning-tree algorithm, while the sparse mode assumes that a small number of nodes are interested in receiving the group messages, which can be solved by designating a DTN node as the rendezvous node for all the group messages.
In the following sections, we provide detailed descriptions of each of these innovations.

E.1.6 Groups and DTN Gateways

Real-world DTNs will need to incorporate mobile and ad hoc groups of all sizes.  Instead of regions, we provide the concept of groups, e.g., an army platoon can be a group.  As in [Fall03], each group has a group identifier (GID) and each device within a group has its own personal identifier (PID), which could simply be a hash function of the MAC address of the device.  Any device within the group can be identified with the appropriate tuple (GID, PID).
Like [Fall03], we choose to use a hierarchical naming technique for groups.  This allows both for scaling (since there will be large numbers of groups) and to better map real-life complexity, such as geographical location or an administrative hierarchy.  For example, instead of naming a node as (RegionA, UserHost-1093), we use a structured group such as (US-DoD.Army.Platoon44, UserHost-1093).  Such naming can provide additional routing hints (such as choosing a gateway to the longest-matching prefix) as long as the naming structure corresponds to network topology.
Unlike [Fall03], we go further, and generalize naming to permit multiple, different naming hierarchies.  This allows us to incorporate information from multiple naming systems, including those based on network topology, network administration, physical location, and more.  For example, in addition to being (US-DoD.Army.Platoon44, UserHost-1093), this node might also have a geographic name of (US.NJ.Monmouth, P44-UserHost-1093) while stationed at Fort Monmouth, but would change when deployed abroad.  Such generalized naming provides the ability to incorporate routing preferences or requirements (such as this bundle must be transmitted only via nodes in (US-DoD.Army) and only within (US) or (Canada)).
Members of different groups can form an ad hoc group which adopts a different group identifier denoted as TGID (Temporary Group ID). Members of such an ad hoc group will assume two identifiers, namely the original (GID, PID) as well as (TGID, PID). When they intend to communicate with the ad-hoc group, they will use the identifier (TGID, PID) but when they intend to communicate with the original group member, they will use the identifier (GID, PID).
One of the naming hierarchies can be a canonical name – that is, every user (or device) can have a canonical, universally unique name.  Such an entity name would be fixed.  The other names (e.g., US-DoD.Army…) are only ‘temporary’ assignments of location, or administrative position, etc., but they do correspond to hierarchical groups, allowing for scalable routing (which would not be possible with the canonical name).  This canonical name, if it refers, for example to the person using or reachable with this device, can move from system to system as the person moves from (for example) home desktop, mobile phone, work desktop, etc.  Likewise, even when a node moves from one group to another, the canonical name can stay fixed.  Such naming suggests the creation of supporting services, such as to resolve a canonical name to its last known set of non-canonical naming tuples so that a message can be properly addressed (that is, with one or more names that are routable).  It also suggests that an individual node might represent more than one entity (person), each with a canonical ID and routable naming tuples.
Security can be easily added using some known approaches, e.g., [Wag03] to ensure that there will be no Sybil attacks [Dou02] but we expect some modifications are required before they can be deployed in DTN. We intend to explore such issues in our proposed research work plan under the enhanced architectural design topic.
E.1.7 System Operations in Enhanced DTN architecture
We assume that each group runs its own preferred routing protocols internally but those nodes that participate in the DTN perform DTN neighbor discovery, DTN gateway selection, DTN routing, and DTN group location update procedures described in subsequent subsections.
E.1.7.1 Neighbor Discovery

Upon power up, each DTN node needs to determine its location and neighbors in the network.  When in an environment supporting IP multicast, it will send a neighbor discovery message with a TTL of 1 to a multicast address to which every node in the overlay network listens. We refer to this multicast address as the “Neighbor Discovery Multicast Address”.  If the new node does not hear any response, it sends another neighbor discovery message with increasing TTLs until a sufficient number of responses are heard.  Any node currently in the overlay network that receives the neighbor-discovery message can send a reply.  The reply will be referred to as a “Node-Announcement” message.  Each node announcement message contains the following information: (i) Name tuple(s), (ii) node-type (whether the node is regular node or gateway node), (iii) a list of reachable groups (only if the node is a gateway).  To prevent too many simultaneous replies in a wireless environment, each node can employ a random-backoff delay before replying.  In a wired overlay network environment, the new node can know from the reply how many (multicast) hops its closest neighbor is away from it.  For a unidirectional link, the node that receives a neighbor-discovery message needs to find a path back to the sender of that message.  If no responses are found via multicast, the DTN node may attempt a simpler broadcast to the local sub-net.  If still no responses are found, the node may attempt to contact one or more nodes previously encountered or provided out-of-band via unicast transmissions in the underlying network protocol.
After the discovery phase (say after Tdiscovery), each node exchanges hello messages periodically (thello = x1 ms) with its neighbors. The hello message contains information about the node’s identifier, the number of its own group members it can hear (denoted as nneighbor ), the node’s buffer availability, link duration/schedule (i.e., duration during which the node will be reachable), link characteristic (the number of hello messages received from neighbors) and possibly the node’s encounter histories (e.g. I have reached D before).  Thus link availability and capacity patterns can be learned and modeled.  In addition, each node monitors the links to its neighbors continuously.  If there is a significant change in its link characteristics, the node can inform its neighbors using a link status update message (event triggered).     
E.1.7.2 Gateway Selection

In order to provide scalability for our enhanced architecture, each group may select one or two nodes to be gateway nodes for each external group. Gateway selection can be done via configuration or dynamically by having all nodes within the same group run a gateway selection procedure. The group identifier is used as the group’s unique multicast address. After the neighbor discovery procedure has been performed for Tdiscovery (=k1*thello) ms, any node (say from group Gx) that hears another node with a different group identifier (say Gy) with nneighbor > k2 can self-nominate itself as a gateway node to Gy for Gx if it does not hear any node announcement message that claims it is a gateway node to Gy. A self-nominating gateway message (SNGM) is broadcast using the group’s multicast address after some random delay. Any node that hears another node’s SNGM will refrain from sending its own self-nominating gateway message for the same external group unless it has a higher PID than the node that has self-nominated itself. Thus, the node with the highest PID will be selected as the primary gateway if there are more than one nodes that can hear another group. Algorithms in anycast server selection [Chen04b] may also be considered. Once a node has been selected as a gateway, it needs to perform gateway neighbor discovery procedure so that it can find its 1-hop gateway neighbors and start exchanging gateway hello messages with them.
In Figure 3, we show how new gateways (G1:GW2 and G3:GW3) are introduced into the gateway overlay network and how such updates are propagated among existing gateways.  First, the node G1:GW2 (say its identifier is G1:n7) sends self-nominating gateway message when it realizes that it can communicate with a node from G3 (say its identifier is G3:n5) via a mobile carrier.  Once G1:GW2 wins the gateway selection process, it broadcasts a gateway discovery message to discover its 1-hop gateway neighbors (shown by red arrows).  G1:GW1 will respond with Gateway Announcement Message (GAM) (shown by green arrow).  G1:GW1 then propagates an Interdomain Route Update Message (IRUM) to all the gateways (blue arrows). Alternately, such updates can be propagated during the normal Gateway Hello exchange process.  Similarly, G3:GW3 will perform gateway discovery procedure and finds G3:GW1.  G3:GW1 will propagate new information to G3:GW2 and G4:GW2, etc.  In this example, we only describe a flat gateway structure. Our approach can be easily extended to a hierarchical gateway structure.  As an example, if a node is in group A.B.C.D and wishes to communicate with a node in group A.X.Y.Z, only a gateway in A.X needs to be contacted by the gateway in the group A.B.C.D.  Likewise, it is also easily extended to overlapping groups.  If the target node is also to the sender to be in group F.G.H, then a gateway in F can provide an alternate route for reaching the target.  A version of this inter-domain gateway update procedure has been proposed in [Chua04] but we intend to extend it to ensure that it works in a DTN environment in which a mobile carrier is present.
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Figure 3: Interdomain Gateway Update Procedure

E.1.7.3 Mobility Management
In Figure 4, we describe how our enhanced architecture deals with node mobility and network partition. In Figure 4(a), we assume that the gateway G4:GW2 knows that both G2:GW2 and G3:GW1 knows how to route to any group members in Group 1. Assume that node G4:n7 wishes to communicate with G1:n4. G4:n7 will use the routing protocol in G4 to discover that G4:GW2 knows a route to G1 and forwards its bundles to G4:GW2. G4:GW2 may decide to use multiple paths to send bundles to G1:n4 or merely use one path and use the other path only when the existing utilized path is not available. Let say G4:GW2 decides to route the bundle to G2:GW2. G2:GW2 will use group 2’s routing protocol to deliver the bundle to G2:GW1. G2:GW1 then forwards the bundle to G1’s gateway (G1:GW1) which then uses Group 1’s routing protocol to forward the bundle to G1:n4. We assume that G2:GW1 and G2:GW2 cache the information that they have routes to G1.
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(a)  Before Group Partition 


(b) After Group Partition
Figure 4: Mobility Management in Enhanced DTN

Now assume that Group 1 members encounter some hurdles as they move and the group is partitioned into two groups as shown in Figure 4(b).  We assume that group 1’s gateways (G1:GW1 and G1:GW2) will pick a new temporary group ID and updates G2:GW1 and G3:GW2 respectively with this information during its regular hello exchange with them. Assume now that the node G2:n5 wishes to talk to G1:n4. It can send a request to G2:GW1 to see if it has a route to G1:n4. G2:GW1 will find out from G1:GW1 that G1:n4 is not reachable. G2:n5 will have to re-issue a route request to G2:GW2. G2:GW2 will broadcast such a request to nearby gateways and eventually find the route G2:GW2-G4:GW2-G3:GW1-G3:GW2-G1:GW2. In the reply, G3:GW2 can inform the rest of the gateways of the temporary group identifier of group 1 (TGID1) so that the next time other nodes wish to communicate with group 1’s members, they can check gateways that can reach TGID1. Similar routing protocol has been proposed in [Chua04] for inter-domain routing protocol for heterogeneous networks. In our research work, we will provide more details on how groups discover that they are being partitioned and how they go about assigning themselves a temporary group identifier. Note that in some cases, one of the partitioned groups may decide to join an existing group nearby and hence use that group’s identifier as their temporary group identifier.

The above example shows what happens when a group is partitioned into two smaller groups. We give another example where a single node moves to a place in which the neighboring nodes are all from one particular group. This single node can broadcast an inter-domain gateway discovery message when it realizes that most of its 1-hop neighbors are from a new domain. Any gateway that receives such a discovery message should respond with a unicast reply (Gateway Announcement Message). The single node can then register itself with the nearest gateway and be assigned a visiting identifier.
Since bundles may be destined for its old location, a mobile node may wish to ask one of the DTN members of the previous group to take the responsibility of forwarding messages to it via its new address. When the DTN node returns (or the forwarding request expires), then the responsibility of message forwarding is released.

E.1.8 Routing Protocol Design 
Before we elaborate on the routing protocol that we design, we first use a few simple examples to illustrate how our new routing framework provides the flexibility to allow the DTN nodes to pick their desirable routes at different times. In DTN, an existence of a “route” does not mean that there is an end-to-end route at any particular time. It merely means that a node knows how to deliver messages to a particular destination at some time.
We should also point out that throughout this proposal we assume the DTNRG proposals as a starting point [Fall03a], and thus will use DTNRG concepts of bundles, custodianship, etc.  We also assume the use of DTN techniques within a single group if necessary or desirable to offset problems of link failures, node movement, etc.  Finally, three sources of policies, preferences and requirements will affect routing—a node will be expected to satisfy the requirements of the domain(s) in which it operates, as well as preferences expressed by the sender of a bundle to be routed, and local constraints on connectivity, power, etc.
E.1.8.1 Invoking Multipath DTN Routing At Will
In Figure 5(a), we show a sensor network that is connected to a base station. Normally, a tree-based routing protocol [Int00] will be used in such a sensor network. When base station wishes to send information to the whole network, the delivery tree rooted at the base station as shown will be used. If the base station wishes to have reliable delivery of the broadcast information, then the achievable broadcast throughput will be extremely low since base station will have to wait for acknowledgements from all nodes (the longest path has 4 hops) before it can move its sending window.  Similarly, when the nodes wish to send information to the base station, each node will use the reverse path of the delivery tree to reach the base station.

In our routing framework, we enhance some nodes with DTN capabilities (shown as squares in Figure 5(b) and use DTN-like approach to deliver broadcast messages from the base station. The base station can identify its 1-hop DTN neighbors to be custodians for broadcast messages and its 1-hop DTN neighbors can subsequently request DTN nodes further down in the delivery tree to be custodians. Thus, the delivery throughput for the broadcast traffic can be improved. In addition, to increase the reliability of message delivery, the DTN nodes can request for multi-path delivery. For example, DTN4 can request bundles to be delivered from both DTN2 and DTN3 when it is experiencing bad links with both DTN2 & DTN3. Alternatively, DTN4 can request DTN2 to deliver certain bundles and DTN3 to deliver a different bundle range. Such usage of multi-path helps to increase network lifetime since DTN2 & DTN3 need not be active all the time. 
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(a) Broadcast delivery without DTN capability

(b) Broadcast delivery with DTN capability
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(c) Policy-Driven Custodian Query Method
Figure 5: Multipath DTN routing in sensor-network 
In addition, our routing framework also allows any DTN-aware node to request for custodian service as shown in Figure 5(c). Each node can configure its own routing policy such that it can either send custodian request to its previous hop neighbor (DTN3) in the existing delivery tree or broadcasts its custodian requests with a certain TTL (e.g. TTL=2) and pick either DTN2 or DTN4 (nodes that satisfy policy constraints) to be its custodian.

E.1.8.2 What does Route Discovery mean in DTN?

In Figure 6, there are 4 nodes that have access to cellular links (which are wide area wireless links, denoted by the triangular nodes). We refer to them as the gateway nodes. There are 7 other nodes (referred to as regular nodes) that merely have wireless LAN links. However, the nodes are sufficiently far apart from one another that they are not all connected. In addition, there is a mobile carrier that travels from point x1 to point y1 and then pauses for sometime at point y1 before returning to point x1. At point x1, the mobile carrier will pause for another period of time before it repeats its route. When the mobile carrier is within the coverage area of the wireless LAN transmission, then the regular nodes can communicate with the mobile carrier.  We assume that routing protocols such as [Sun02] are supported by regular and gateway nodes. We further assume that node 5 registers with node 9 to be its gateway during its cellular service discovery [Sun02],[Luo03].
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Figure 6: An example of DTN network

Assume that node3 needs to communicate with node 5. It will broadcast a route request which n2 and n4 receive. N2 will relay this request to n1. Node n1 uses the cellular system to determine that a route exists between itself and node 9 which can reach node 5. Eventually, a route reply will arrive at n3 indicating that the route to take is n3-n2-n1-n9-n5.  

Assume that n4 caches the route request as a “potential contact request” (only if n3 indicates its desire to use DTN service). Upon getting a service announcement message from the mobile carrier, MC1, n4 registers to use its service. After registration, n4 sends the mobile carrier a list of “contact requests”. The mobile carrier consolidates all contact requests periodically into a list and broadcasts this list using a batched contact discovery message (BCDM) as it visits different areas. N5 hears the relayed contact request and sends a unicast reply to MC1. MC1 caches all such replies and periodically broadcasts a batch “contact response” message. Alternatively, the contact request has an option to allow MC1 to relay a reply immediately after hearing a response.

In some cases, MC1 needs to cache those “incomplete” contact requests (i.e. those which have not discovered enough contacts or those which do not receive any response) and rebroadcasts them when it visits the next area. For an example, if node 3 wishes to communicate with node 8 (or with any nodes behind node 8), a mobile carrier can only respond after node 8 registers itself with the mobile carrier. 
Assume that link n1-n9 is a high latency low bandwidth link. Only when the mobile carrier is in Area 3, node 2 will be aware of the route n2-MC1-n5-n9-n10.  When the mobile carrier is in Area 2, node 2 will be made aware of another additional route n2-MC1-n6-n9-n10. Note that for this route, n2 does not communicate directly to n6. The bundles sent to MC1 will be dropped off only when MC1 can hear n6. This is the main difference between a DTN route and an end-to-end route in a conventional ad-hoc network. To allow node n2 to make decision which route to take, MC1’s response to contact request should include the estimated delivery time to n6 after visiting node 2. Details of our multi-path contact discovery protocol will be discussed in the next subsection.
Note that in our scenario, we assume that the nodes do not move. Alternatively, one can design a bundle delivery protocol where the route of the mobile carrier is known and nodes periodically move themselves to within the transmission coverage area of the mobile carrier to drop off and pick up bundles.
E.1.8.3 Overview of DTN Routing Protocol

As shown in Figure 7, each group runs its own favorite routing protocol.  We also assume that some nodes within each group are enhanced with DTN capabilities and they will be referred to as DTN nodes.  DTN nodes will run gateway selection, DTN contact discovery, and bundle delivery protocols.  In Figure 7, Group 1 runs a tree-based routing protocol since it is a sensor-network.  Group 2 is an ad hoc network that desires to utilize multi-path routes so it runs AOMDV as its routing protocol.  Group 3 is another ad hoc network that runs DSR as its routing protocol.  Within a group, a message can be delivered using the regular routing protocol without invoking DTN features.  However, if the nodes support DTN capabilities, they can express their desire to use DTN routes in their route requests.  Using a DTN route means that the sending DTN node will find one or more nearby DTN nodes to be custodian(s) of its message.  Once a node has agreed to be the custodian of a bundle, it has the responsibility to deliver the bundle to its destination and the sending DTN node can remove that bundle from its storage space.  That relaying DTN node can in turn request other downstream DTN nodes to be custodians for this bundle until the bundle arrives at its destination.
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Figure 7: DTN Routing Mechanism
Any DTN node is configured with a set of routing policies.  Some of these policies are individual policies while others are domain (group) wide policies.  Some domain-wide routing policies may have higher priority over the individual policies.  One set of routing policies allow any DTN node to choose the type of unicast and multicast routing protocol it wishes to activate at any particular time.  A DTN node may choose to participate only in unicast routing protocol but not multicast routing protocol.  In addition, a DTN node can choose whether or not it will participate in the mobile carrier-based routing protocol.  Similarly, the routing policies also allow any DTN node to choose how it wants traffic from different DTN service classes to be routed, e.g., a node may request that multi-paths be used simultaneously to deliver its bundles of a Reliable Class and request a single-path with the smallest delivery latency be used to deliver its bundles of an Expedited Class.  Alternatively, the routing policy can mandate that a primary path be used for the Reliable Class but an alternative path is always available and can be activated upon detection of the failure of the primary path.  The routing policy can also be designed such that it is adaptive to the current network load conditions, e.g., multi-path is turned on when the primary path is congested.
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(a)  Route Request/Interdomain Route Request      (b) Routing Policies for Different Service Classes
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(c) Example of Routing Policy

Figure 8: DTN Routing Policies

In Figure 8(a), we show how a node G4:n7 determines a route to an external group member G1:n4. We assume that the gateway nodes in each domain turns on the InterDomain Routing Protocol and each node within a domain runs an internal routing protocol that its domain-wide routing policy mandates. We further assume that G4:GW2 advertises its interdomain routing service to group 4 members. G4:n7 sends an encapsulated route request to G4:GW2 using G4’s internal routing protocol. G4:n7 can include information like the destination identifier, the requested service class, any desired routing policy in this encapsulated route request. G4:GW2 sends an interdomain route request to both G2:GW2 and G3:GW1. The interdomain route request includes the requested service class and a desirable routing policy. G2 supports multi-path routing protocol so G2:GW2 invokes the multi-path feature to route the request to G2:GW3 using G2’s internal routing protocol. The interdomain route request message may be encapsulated as payload in this delivery process. G1:GW1 and G1:GW2 eventually receive the interdomain route request and sends a route request for G1:n4 using G1’s routing protocol. Once a route is found, G1:GW1 and G1:GW2 can respond with an Interdomain Route Response which will be delivered to G4:GW2 by G2:GW1 and G3:GW1. G4:GW2 then can respond to G4:n7.

Note that the different groups may represent networks from different service providers so one may expect one service provider to prefer to have their bundles being delivered by another friendly service provider. For example, even though G4 group members can reach G1 members either via Group 2 or Group 3, the routing policy may be configured such that the bundles are routed via Group 2 networks.
In Figure 8(b), we illustrate the different routes that the bundles from different service classes will take depending on the routing policy configured. In this example, bundles of the class favoring reliability will be delivered by multiple paths that span different domains as well as multipaths within a single domain but bundles from the class favoring speed will be delivered using one single path with the smallest delivery latency. Bundles of a default class might be delivered using any remaining single-path route.
Figure 8(c) shows an example of a possible routing policy configured at a node. The chosen multicast routing protocol may be mandated by a group-wide policy. A node will turn on mobile-carrier based contact discovery protocol only when it has some opportunities of making contacts with mobile carriers and the cost of service is within its willingness to pay. Under normal circumstances, all nodes will participate in the other contact (route) discovery protocols to explore opportunistic links. The routing policy specifies how bundles of a certain service class will be treated e.g., bundles in a time-sensitive class might use single-path with maximum delivery latency of 1 minute.  In order for such routing policy to work, the DTN route discovery process needs to ensure that the return routes include relevant information to allow the nodes to estimate bundle delivery time.

In the subsequent subsection, we give some descriptions of the multi-path contact discovery protocol that will be used when DTN nodes wish to participate in a mobile-carrier-based delivery service. Our previous research has studied protocol design and performance evaluation for service advertisement and discovery in mobile ad hoc networks [Chen00a][Chen02b][Chen03a].
A Rough Sketch of the Mobile-Carrier Based Contact Discovery Protocol (MCDP)
A mobile carrier broadcasts a “service announcement” as it travels along its route. Each node needs to register with the mobile carrier before they can use the service of a mobile carrier. The mobile carrier maintains a table of registered nodes, their registration lifetime, and its current contact status, next expected contact time with these registered nodes as shown in Figure 9(a). Each registered node sends a list of contact requests to the mobile carrier whenever the registered node has contact with the mobile carrier. The mobile carrier can relay this list of contact requests or may consolidate several lists together and issue a batch contact discovery message (BCDM) as it visits different areas. Any node that recognizes its own name or has information on how to reach any contact in this list sends a unicast reply to the mobile carrier. For those contact requests that the mobile carrier does not hear enough responses or any response (these requests will be referred to as “unsatisfied requests”, the mobile carrier will cache such requests as shown in Figure 9(b), and re-broadcast a list of “unsatisfied requests” periodically when it moves to a different area along its route. Alternatively, the mobile carrier can choose to send such a list to any registered node whose contact status changes from “no-contact” to “contact” as it moves along its route. Such a strategy may consume more signaling bandwidth if many nodes simultaneously turn from “no-contact” to “contact” as the mobile carrier moves along. Similarly, the mobile carrier needs to cache some of the responses so that replies can be sent when the mobile carrier has contacts with the sender of the request as shown in Figure 9(c). The mobile carrier can also maintain a table that contains cached information of previously discovered routes for some nodes. Old entries in this table can be deleted using the least recently used algorithm.
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(a) Registration Table: (CS – contact status, NCT: Next Contact Time)
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(b) Contact Request/Response Table
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(c) Cached Replies Waiting to be Sent Upon Contact Re-establishment

Figure 9: Information Maintained by a Mobile Carrier

Each node that wishes to send bundles to another node but does not have a DTN route can broadcast a route request message. An option bit is included to allow the node to express whether or not it is interested in DTN route. Any node that receives a route request with the DTN route option bit turned on will relay the route request and also cache the route request so that it can be forwarded when a mobile carrier is around or new contacts are being made. If the requesting node wishes to limit the time in which it hears a response, a time stamp and a route search lifetime can be included in the route request message.  An AOMDV [Mah01]-like protocol can be used to discover link-disjoint and node-disjoint routes. Modification is required to ensure that a route can be determined even if the link is unidirectional. We assume that each request attempts to discover a maximum of K routes. A new link metric which is a function of both the forward & reverse packet delivery ratios will be used to select between different routes if more than K are available.
E.1.8.4 Simulations of DTN Routing Protocol

Simulations will be conducted to evaluate and demonstrate our bundle delivery mechanism ona number of scenarios, including one with 80% utilization and 100% reliability on links of less than 20% availability. For example, we will test different network topologies with different numbers of nodes distributed randomly or with hotspot distributions in a fixed area.  The links connecting the nodes will be randomly assigned with different availability classes, say with 100% available or 20% available, and different packet error rates to emulate wired/wireless links with uniform link bandwidth.  We may also model the communication link with other combinations of link availability, wireless packet loss rate, and wireless bandwidth variations for more complicated simulations.  Since we use the bundle acknowledgment for DTN hop-by-hop reliability, 100% reliability is guaranteed by application-level retransmission mechanisms.  We will evaluate our routing protocols to determine link utilization, which we expect to exceed 80%. We have several design factors that affect link utilization.  For example, K as the maximum number of routers that each route request attempts to discover, and the bundle size granularity used in bundle acceptance negotiation.

[image: image4]
Figure 10: A Simple Simulation Example

We will also study how routing policies affect the simulation results. A simple example is shown in Figure 10. There are two paths between the source DTN node A and destination DTN node C connected by node B and node D. Assume that in the upper path A-B-C the link A-B is only 20% available and thus the whole path A-B-C is 20% available. Also assume that the overall latency of the path A-B-C is 50 ms. Also assume that the lower path A-D-C is 100% available but it has the overall latency as 150 ms. If we use the fastest path routing among all the discovered routes, the simulation of our routing protocol is expected to show that it uses the path A-B-C with 50ms latency 20% of the time and the path A-D-C with 150ms latency 80% of the time.  With enough traffic, both routes may be utilized simultaneously.

E.1.9 Bundle Acceptance Algorithm Design
Different nodes may have different persistent storage sizes. How bundles are accepted by intermediate nodes influence the bundle delivery time as well as bundle delivery ratio. We use the following example to motivate why bundle acceptance algorithm is an important design component.
Consider the network scenario in Figure 6. Assume that the mobile carrier divides its route into 4 areas: it communicates with n7 & n8 in Area 1; it communicates with n8, n6, n5 in Area 2; it communicates with n5, n2, n4 in Area 3 and it communicates with n5, n4 in Area 4. Further assume that n11 requests DTN service via n8 to deliver bundles to n9. While the mobile carrier is in Area 1, bundles have to be stored at n8 and delivered only when mobile carrier can reach n6. When the mobile carrier moves to Area 2, the DTN route will be n11-n8-n6-n10. With full knowledge of the estimated contact times with n5, n6 and its scheduled route, the mobile carrier can accept more bundles than can be delivered while it is in Area 1 & 2 since n10 can be reached via n5 while the mobile carrier is in Area 3. However, the mobile carrier may not want to accept too many bundles from n8 while in Area 1 & 2 such that the bundles need to be stored for a long time, e.g., until the mobile carrier returns to Area 3 & 4 after pausing at position y1 since such storage may prevent new bundles from being accepted while visiting Area 3 & 4. This example shows that designing a good bundle acceptance algorithm for DTN is challenging.

We give a brief sketch of one bundle acceptance algorithm that we intend to explore in this work: Assume that three service classes are offered, namely Expedited (class 1), Reliable (class 2), and Regular (class 3).  Bundles from the Reliable class cannot be dropped once accepted. One possible service discipline for the bundles from various classes is a priority-based discipline where the bundles are served according to their service class with class 1 being the highest priority. 

The mobile carrier keeps track of the total size of all the bundles for each service class (denoted as xi for class i) as well as the total size of all the bundles for each service class which are destined to nodes within the next visiting area (denoted as xi,j+1)  assuming the current visiting area is j). Assume further that the total available storage size is B. The mobile carrier will agree to be a custodian for a new bundle provided the following conditions are met:
For a new Class 2 bundle with size , the mobile carrier checks to ensure that
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 if the new bundle is destined for current or next visiting area (denoted as j+1).

For a new Class 1 bundle with size the mobile carrier checks to ensure that

  
   
[image: image7.wmf]2

1

2

1

Q

x

x

£

D

+

+

 if the new bundle is destined for future visiting areas

   
[image: image8.wmf]3

1

1

,

2

1

,

1

1

2

1

)

),

*

*

min((

Q

x

x

C

t

x

x

j

j

j

£

D

+

-

-

+

+

+

+

b


where Q0 < Q1 < Q2 < Q3
The above conditions merely say that bundles that can be delivered in next visiting area will be given acceptance priority over bundles that need to be stored for a longer period of time. The conditions can be used to give acceptance priority to class 2 bundle over class 1 and class 3 bundles by adjusting the values of Q0 – Q3. We intend to study the bundle acceptance ratios for different service classes and the impact of different scheduling algorithms on such bundle acceptance ratios in different DTN scenarios. Our previous research has studied user-domain multiservice architecture for wired and wireless IP networks [Chen00b] and multi-level reliability in multimedia collaboration over heterogeneous networks [Chen00d].
Since the bundle acceptance algorithm and how it manages bundle classifications affects how bundles are accepted by intermediate nodes, we will investigate the effect on the bundle delivery time, bundle delivery ratio, and the link utilization by simulation.
E.1.10 Bundle Scheduling Design

Different DTN scenarios may require different bundle scheduling designs even if the basic requirement is to give fair service opportunities to all relevant flows. Therefore, in our design, we assume that a set of policies can be set by the individual node or by the system administrator of a given domain for activating different bundle scheduling algorithms at different scenarios. To illustrate the policy-driven bundle scheduling algorithm, we first describe one possible fairness criteria for a wireless ad-hoc scenario and a mobile-carrier scenario. Then, we describe how the nodes can activate different scheduling algorithms when operating in different environments.

E.1.10.1 One Possible Fairness Definition in a Wireless Ad-hoc Environment

Fair queueing has been a popular scheduling algorithm in both wireline networks [Ber96],[Dem89], and wireless networks [Chua02],[Lu99],[Vai00]. However, these algorithms cannot be directly applied to a wireless ad hoc network in which nodes can potentially be disconnected from one another and may not have end-to-end routes. Since wireless transmissions are broadcast in nature, different flows need to contend with one another for shared network resources. Packet scheduling is no longer a local decision at the sender. A node has to consider the scheduling decisions made by other neighboring nodes that share the same wireless channel. In addition, a local scheduler may not have explicit flow information about other contending flows from its neighbors. Thus, fair queueing in a wireless ad hoc network is a distributed scheduling problem.
In the popular fluid fairness model used in wireline system [Ber96],[Dem89], fairness is defined as follows: given an output link of capacity C at a node, and a flow, i, that is assigned a weight of ri, then a backlogged flow f is allocated a capacity of  C=
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 where B(t) is the set of backlogged flows at the given node. For our wireless ad hoc network, since we have contending flows, we need to redefine what we meant by “fair”.

Before we define “fairness” in wireless ad hoc networks, let us work through a simple example to see what the various issues are. Consider the wireless ad hoc network in Figure 11(a) where there are four contending bundle sessions. Session 1 has two hops (n1-n2-n3) and Session 0 has two hops (n2-n6-n7). We further assume that the underlying MAC used is similar to the popular 802.11-based CSMA/CA protocol where a transmission takes place after a control handshake like RTS/CTS.  Each node can only either transmit or receive at any given time. When n1 sends bundle to n2, n2 cannot send bundles to n6 or forwards received bundles from session 1 (denoted as F12) to n3. Similarly, when n2 is sending bundles for Session 0 to n6, transmissions for sessions 1, 3, 5 are halted since their transmissions will prevent n6 from receiving the bundle correctly. We can construct a session contending graph where each vertex represents a backlogged DTN session and an edge between two vertices denotes that these two DTN sessions are contending with each other as illustrated in Figure 11(b). From the session contending graph, one can determine a schedule for these different contending flows. Apart from attempting to be fair to the various sessions, we would like to design a scheduling algorithm that also provides high utilization in the wireless link. For an example, flow F5 and F31 in Figure 11(a) can be scheduled simultaneously.
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Figure 11: Fair-Share DTN Bundling Scheduling for Ad hoc Network Scenario

For the four sessions illustrated in Figure 11(a), the best scheduling algorithm is to schedule F01 transmission first, then schedule both (F5 F31) simultaneously, followed by scheduling (F11, F32 ) and (F02, F12 ). 

A rough sketch of the approach we intend to explore for designing fair-share bundle scheduling algorithm is as follows: we will design the communication protocol where the nodes can piggyback some service tag information in their bundle transmissions so that their 1-hop neighbor can determine which node should transmit next. The node with the smallest service tag will be allowed to transmit next. For example in Figure 11(a), n7 needs to piggyback service tag for F5 in its transmission to n5 so that n6 can overhear the service tag. Each node should include the service tag of contending flows in its acknowledgment to its sender. For example, n6 needs to include F5’s service tag when it acknowledges bundles it receives from n2 so that F01 and F5 can be given fair-share of the available wireless link bandwidth. We will refer to the scheduling discipline that utilizes this fairness definition as the Fair-Share Ad-Hoc Service Discipline (FSAH).
E.1.10.2 One Possible Fairness Definition in a Mobile-carrier Environment

Consider another example in Figure 12 that involves communications between a mobile carrier and several gateway nodes. We can assume that the communication between the gateway nodes and a mobile carrier takes place via a different wireless channel (e.g. 802.16) so that the bundle scheduling for the mobile carrier scenario can be handled slightly differently from the scenario shown in Figure 11.

Figure 12 shows the different number of gateway nodes that can communicate with the mobile carrier at different times. For an example node 5 may have a contact time of t5=(t52+t53) with the mobile carrier where it shares the channel with nodes 6,8 during the t2 time and node 4 during the t3 time. A mobile carrier may carry bundles destined for these gateway nodes in addition to the bundles that these gateway nodes wish to drop off to the mobile carrier. Here, the conventional fairness definition for a typical wireless data environment can be reused with the exception that downlink transmission may be considered different flows (one destined to each gateway node). The mobile node will transmit downlink bundles first to each gateway node since it knows the service tags for all downlink DTN sessions and each gateway node will piggyback its service tag for uplink session in the acknowledgement it sends to the mobile carrier. Then, the mobile carrier can transmit an uplink schedule to all gateway nodes it can contact at each area. We will refer to this scheduling scheme as Fair-Share Mobile-Carrier Service Discipline (FSMC).
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Figure 12: Fair-Share DTN Bundling Scheduling for Mobile Carrier Scenario

E.1.10.3 Bundle Scheduling Policy
Different domains may implement different bundle scheduling policies. In one domain, the nodes may use the fairness criteria described in Section F.3.6.1; in another, the nodes may use the regular wired-network fairness criteria. Furthermore, one domain may apply the fairness criteria described in the same section only to the Regular Service Class and use simple priority scheme to give the highest priority to bundles from the Expedited Service Class.  The nodes within a domain may decide to turn off the fairness criteria when their battery power is running low to reduce the amount of information that needs to be exchanged and the additional computing power required to support the bundle scheduling algorithm based on the fairness criteria. A possible bundle scheduling policy at a particular DTN node is as shown in Figure 13. It shows that that the DTN node turns on Fair-Share Ad-Hoc Scheduling Scheme for Expedited and Reliable class bundles and also turns on the feature to use Mobile Carrier whenever possible for these two classes of bundles. Regular class bundles will not enjoy mobile carrier service.
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Figure 13: Bundle Scheduling Options
Fuzzy reasoning may also be used in the bundle scheduling algorithm design to apply various fairness policies. In previous research [Chen01], we have used fuzzy reasoning to differentiate RTT (round-trip time) statistical patterns to realize end-to-end wireless-link existence awareness.
In this task, we will demonstrate by simulation the effect of bundle class assignment on bundle delivery times as a result of policy-based bundle scheduling algorithms.

E.1.11 Point-to-Multipoint Bundle Delivery Protocol
There are many scenarios where information needs to be disseminated to multiple recipients or to all nodes within a group. In this project, we propose to design the point-to-multipoint (p2mp) bundle delivery protocol with two techniques: implicit tree forwarding and explicit tree formation. The former approach handles the case in which bundles need to be delivered to all nodes within a group. The latter approach deals with both cases of sending group messages in bundles to all nodes and to multiple recipients.

The first approach, i.e., implicit tree forwarding, relies on every DTN node in the point-to-multipoint group to relay any received group message in unicast fashion to all its DTN neighbors that has been discovered by the process described in Section F.3.3.1. Duplicate messages will be refused during bundle negotiation for the purpose of bandwidth efficiency. In Figure 14(a), we show an overlay DTN with 7 DTN nodes. Assume that DTN1 wishes to deliver group messages to all the group members via the DTN nodes. By the simple implicit tree forwarding, we may get a point-to-multipoint message delivery paths as a spanning tree as marked in Figure 14(a).
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Figure 14: Different Point-to-Multipoint Delivery Approaches

Situation awareness can be applied in the message forwarding behavior to consider naming, bundle classes, etc., via the routing, bundle acceptance and scheduling algorithms mentioned in the Sections F.3.5 and F.3.6. Thus we may get different point-to-multipoint message delivery paths based on the policies and situations at different times, e.g., the spanning tree as shown in Figure 14(b).

Besides the feature of not requiring explicit tree formation and maintenance, the implicit tree forwarding approach also allows the point-to-multipoint bundle delivery to any DTN group member that temporarily leaves the local DTN group. In fact, before (or after) leaving the group, the traveling DTN node asks one of the DTN group members to take the responsibility of forwarding any group-message to it via unicast. When the DTN node returns (or the forwarding request expires), then the responsibility of message forwarding is released.

We will study the second approach, i.e., explicit tree formation, for point-to-multipoint bundle delivery in two modes: dense mode and sparse mode. The dense mode assumes a large percentage of the nodes or all nodes in a group are recipients of the group messages while the sparse mode assumes a small number of nodes are interested in receiving the group messages. The sparse mode point-to-multipoint bundle delivery can be solved by designating a DTN node as the rendezvous node for all the group messages.

In addition, if knowledge of underlying network link structure and capacities were available, our DTN multipath techniques can be used to optimize p2mp throughput.  In the following, we use a spanning-tree formation example to illustrate the idea of the dense mode solution. In Figure 14(c), we show an overlay DTN with 7 DTN nodes with link capacities, and in Figure 14(d) we show a possible p2mp multipath solution that maximizes performance (perhaps utilizing the widest path heuristic proposed by [Reuv01]).

Therefore the incorporation of various policies and possible knowledge of underlying network structure affects the bundle delivery tree formation for the p2mp scenarios.  There are at least three policy contribution sources: individual policy, domain/global policy, and sender’s policy.  The above example shows the deployment of appropriate policy helps improve the throughput of the p2mp session.  This idea can be extended to suit various network deployment requirements.  For example, similar to the previously mentioned Policy-Driven Routing Framework illustrated in Figure 2, every DTN node is configured with individual and domain-wide routing policies that choose the type of routes for each bundle delivery class along the p2mp bundle delivery tree, e.g., bundles from a class favoring reliability may be delivered using multiple delivery trees. Moreover, the routing policies can mandate the preferred domains where the p2mp bundle delivery tree is formed for the bundles to go through and those domains that should be avoided due to security or cost reasons.
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Figure 15: p2mp Bundle Delivery Tree for DTN

We plan to incorporate the situation awareness information into the formation of the p2mp bundle delivery tree at the DTN gateways. In Figure 15, we illustrate a scenario involving a relatively slow-moving Mobile Carrier, which is assumed to have a common group affiliation with all four groups shown in Figure 15. Assume that the source of the point-to-multipoint group messages is located in Group 2, three receivers are in Group 3, and that two receivers are in Group 4 as shown. When the mobile carrier is at position 1 (denoted as MC(t1)), the group messages will be routed to G2:GW2, G3:GW2 and distributed to R1, R2, R3 in Group 3 and G3:GW1. G3:GW1 will distribute the messages to G4:GW1 which will distribute it to R4 and R5. When the mobile carrier moves to position 2, the red line shows the new message delivery tree. For the point-to-multipoint service, two models can be used, namely (a) the source knows all its intended recipients, (b) interested recipients inform the source. For case (b), we assume that each source broadcasts the content availability using a content multicast address which will be broadcasted by its group’s DTN gateway to other gateways. Nodes in other groups can send a multicast content query message to their own DTN gateways and subscribe to the content via their own gateways. Thus, the custodianship of the multicast bundles can be transferred to the DTN gateways and the gateways can distribute the content further to subscribers within its own group. Such point-to-multipoint bundle delivery mechanism allows the original source to alleviate itself of old content faster to make room for new content. Moreover, the situation awareness will reflect the information about QoS, bundle classes, naming, and etc. via the p2mp bundle delivery tree formation. If the implicit tree forwarding technique is used then the moving speed of the Mobile Carrier is not a critical design factor.

We also plan to fuse the policy information, e.g., Quality of Service (QoS) policy, at the DTN gateways at the transport/application layer.  Many protocols for supporting network layer multicast have been proposed, e.g., DVMRP [Deer98], CBT [Ball93], and PIM [Deer96]. Moreover, several multicast protocols have been proposed to support multicast in mobile ad hoc networks. A performance comparison study of ad hoc wireless multicast protocols in a realistic common simulation environment is reported in [LSH+00]. It provides quantitative performance analysis of five protocols with different characteristics: adhoc multicast routing (AMRoute) [BLM+98], on-demand multicast routing protocol (ODMRP) [LGT99], ad hoc multicast routing protocol utilizing increasing id-numbers (AMRIS) [WTT98], core-assisted mesh protocol (CAMP) [WTT98], and flooding. However, once a router has turned on multicast capability, it is forced to contribute bandwidth to deliver traffic from all active multicast sessions as long as it is in the multicast delivery tree. Thus, few routers turn on IP multicast capability. Multicast can be supported also in transport and application layer. Replication of data is done by the upper layer while using a unicast routing service from the network layer. Such an approach allows multicast applications to be used in networks that do not support IP layer multicast. There are other advantages of using transport/application layer multicast, e.g., QoS. The provisioning, maintenance and tracking of QoS over a unicast path is a simpler job than over a multicast tree.

We will also perform simulation studies to compare our approach with other approaches, e.g., [Reuv01]. We will also determine how the overhead of point-to-multipoint bundle delivery affects link-utilization performance under scenarios with links of less than 20% availability.  
E.2 Phase 2 Integration
In Phase 2, we propose to integrate our design ideas into one simulator and perform system level evaluations of all our designed protocols. The integrated system level evaluations may review some problems that are not seen in the evaluations of individual components. We intend to consider a combination of sensor networks, ad-hoc networks with mobile carriers in our system evaluations. We will study one scenario where the nodes from one ad-hoc network move as a group and get partitioned into two subgroups. In this scenario, we will have the opportunity to verify the designed routing protocol interacting with the bundle acceptance and bundle scheduling algorithms.  

After successful unified system evaluations, we will develop a prototype using the DTNRG developed base programming. To minimize the prototyping efforts, whenever possible we will develop our enhanced DTN capabilities using existing platforms from other research groups, e.g.,  TinyOS from UC Berkeley. In addition, Georgia Institute of Technology and University of Massachusetts, Amherst, may have message carrier related prototype software and UCLA and Rice University may have prototypes of some ad-hoc network routing protocols.  We envision that the major efforts of this prototyping phase are

1. Supporting Multiple Names on each node and the ability to choose which name(s) to associate with a particular message bundle (since the DTNRG approach currently only supports a single naming scheme)
2. Implement the designed Inter-domain Routing Protocol 

3. Implement the designed Point-to-Multipoint Routing Protocol for mobile carrier environment.

4. Implement the designed Bundle Acceptance Algorithm

5. Implement the designed Fair-Share Ad-hoc Bundle Scheduling Algorithm and the Fair-Share Mobile Carrier Scheduling Algorithm

E.3 Phase 3 Experimentation and Demonstration

In Phase 3, we expect to work with researchers from military contractors such as Telcordia or Northrop Grumman who are familiar with MOSAIC or FCS programs and the platforms that are used in these two DARPA programs.  We intend to get them involved during our prototyping effort in Phase 2 so that the software modules we develop can be easily incorporated into whatever platforms they may have for Phase 3 experimentation and demonstration efforts.  If necessary, our software modules can be developed to work with IPv6 technology.

We believe that our proposed efforts in the different areas can be individually integrated with other research groups’ efforts.  For an example, our Policy-based Routing Framework can be deployed independently of our designed bundle scheduling and bundle acceptance algorithms since our framework enables different algorithms to be adopted.  We can use the bundle acceptance protocol and bundle scheduling algorithms designed and developed by other research groups in our routing framework.  Similarly, our point-to-multipoint bundle delivery protocol will be designed such that other proposals on constructing point-to-multipoint delivery tree can be incorporated.
F. Comparison with Ongoing Research


F.1 Comparison with Delay-Tolerant Networking Research

In [Fall03], the author proposes an architecture for delay-tolerant networking. Based on the current information that we are aware of, there are some noticeable holes in the design, namely

· Overly restrictive naming convention that is based on fixed topological regions. 

Such naming convention may not be able to deal with network mobility and network partition.
· No specific details on how routing is performed.

· No specific details on bundle acceptance algorithm 

· No bundle transmission scheduling policy

· No specific details on network bootstrapping e.g. DTN neighbor discovery

· Security approach is based on public-key cryptography

Such an approach may not be viable for small handheld devices or for new participants without reliable connectivity to certificate authorities.
· There is no provision for point-to-multipoint message delivery yet.

Recent work on routing in a delay-tolerant network [Jain04] provide some theoretical benefits, but still require some (arguably unrealistic) assumptions, and are far from supporting a disruption-tolerant networking scenario.  We believe the research work proposed here will enhance the existing delay-tolerant network architecture proposed in [Fall03] and add complementary contributions to the work done by the DTNRG.
F.2 Comparison with Existing Ad-hoc Network Research

Initial ad-hoc network research concentrated on designing on-demand routing protocols for ad-hoc networks e.g. [Per02],[John03].  Simulation results reported in [Broc98] showed that such protocols perform well in small to medium-size networks. However, not much attention has been paid to link quality in earlier work and hop count is normally used as the link metric to compute shortest path route in ad-hoc network. Recently, there is some work done on incorporating packet loss as a link metric to find most reliable path and also to use multiple path [AOMDV].  However, all the current approaches do not deal with the situations where there is no existing end-to-end path between a source/destination pair. Thus enhanced ad-hoc routing protocols need to be designed for DTN. Our proposed solution can address the situations where an end-to-end path does not exist and the schedules of the link availability may not be available.

In addition, security issues for ad hoc networks have also been explored [Zhou99], [Cap03]. In [Zhou99], the authors propose a distributed public-key management service for ad hoc networks. A public/private key pair K/k is used to verify/sign public-key certificates of the network nodes. It is assumed that all nodes in the system know the public key K and trust any certificate signed with the private key k. The private key is not known to any of the nodes. Instead, it is divided into n shares using a (n,t+1) threshold cryptography scheme, and the shares are assigned to n arbitrarily chosen nodes. However, this proposal has some drawbacks. It assumes that some of the nodes must behave as servers and it requires an authority to empower the servers which may not be feasible in some network scenarios. In [Cap03], the authors assume the presence of a side channel whereby nodes can exchange triplet (u,k,a) (where u is the user name, k is the public key and a is the node address) securely to establish new security associations with each other. In addition, the authors also assume that two nodes can exchange triplet via a common friend that they both trust. Via simulations, the authors show how mobility helps in the establishment of security associations.
F.3 Comparison with Existing Sensor Network Research

Wireless sensor networks share some similarities with wireless ad-hoc networks but the two types of networks also have significant differences.  The dominant communication method in both types of networks is multi-hop networking.  Ad-hoc networks typically support routing between any pair of nodes whereas sensor networks have a more specialized communication pattern.  Most traffic in sensor networks is either (a) many-to-one where sensor nodes send readings to a base station or aggregation point in the network, (b) one-to-many where a base station sends a query or control information to several sensor nodes, or (c) local communication where neighboring nodes send localized messages to discover and coordinate with each other.
Several protocols have been proposed for sensor routing e.g. [Hei00],[Kul02],[Int00].  In [Hei00], LEACH is proposed where the nodes are organized into clusters.  Nodes first send sensor readings to their cluster-head and the cluster-head aggregates or compress the data from all its children for transmission to a base station.  LEACH operation is broken into rounds, with each round having a set-up phase and a steady-state phase.  During the set-up phase, each node probabilistically decides whether or not to be a cluster head based on its remaining energy and a globally known desired percentage of clusterheads.  Each node that elects itself broadcasts an advertisement message announcing its intention.  Non-cluster-head nodes can pick one cluster to join.  Usually, the picked cluster is the one from which a regular node can hear the strongest advertisement message.  Each clusterhead then sends a TDMA schedule for the nodes in its cluster to send data to itself.  In the steady-state phase, each cluster-head waits to receive data from all nodes in its cluster and then forwards the aggregated result to the base station.  In [Int00], directed diffusion is designed to draw information out of a sensor network.  In directed diffusion, base stations flood interests for named data, setting up gradients within the network designed to draw events.  Nodes that can satisfy the interest disseminate information along the reverse path of interest propagation.  Nodes receiving the same interest from multiple neighboring nodes may propagate events along the corresponding multiple links. 
Again, existing routing protocols designed for sensor networks cannot deal with network partitions e.g., for LEACH, if environmental circumstances such as hills prevent some moving clusterheads from reaching the base stations, then the data collected at these clusterheads will be lost even if mobile carriers are present to provide opportunistic communications with these clusterheads.  If the clusterheads are enhanced with the DTN capabilities that are proposed in our work, then the sensor data will stand a higher chance of being delivered to the base station when network partitions occur. 
The recent research conducted by Co-PI Dr. Cheng and his research group has deployed an idea called self-nominating [Chen03b, Chen04a] for robust routing in wireless sensor networks. It takes advantage of the wireless multicasting characteristic and the high node density of the wireless sensor networks. Each sensor node passively monitors all its neighbors' behaviors and decides its own activity in the routing process accordingly in order to achieve robust routing. Multiple data paths may be used to route data from a sensor node to a data sink in the wireless sensor networks. We have also proposed another robust yet flexible routing called Flossiping [Chen04d].  It is a network layer routing protocol proposed as an enhancement to existing ﬂooding and gossiping [Hede88] approaches in order to achieve a better overall performance of information dissemination from the sink to the sensor nodes in wireless sensor networks.
F.4 Comparison with Existing Overlay Network Research

The popularity of peer-to-peer and content delivery networks has encouraged research into efficient overlay networks, primarily for file storage and delivery.  While early efforts included unstructured (and inefficient) P2P networks such as Gnutella [Kan01] and efficient but centrally controlled (and thus vulnerable) networks such as the original Napster, much current research has focused on structured but distributed overlays such as CAN [Ratnasamy01], Chord [Stoica01], Pastry [Rowstron01], Tapestry [Zhou01], and Kademlia [Maymounkov02].  These systems use distributed hash tables and work has been made to improve resilience to network and node failures  [Andersen01], [Massoulie03], [Andersen03] as well as security  [Castro02][Sit02].

Unfortunately, all of this work has been on networks within today's Internet, and thus assume connectivity between nodes, even when an individual network link in the overlay network has been severed.  In addition, most existing overlay work does not address our need for communication between nodes, and the problem of routing through the overlay.

Section III -- Additional Information
A.
REFERENCES
[Andersen01]  D. G. Andersen, H. Balakrishnan, M. F. Kaashoek, and R. Morris, “Resilient Overlay Networks”, In Proc. 18th ACM SOSP, Banff, Canada, October 2001.
[Andersen03] D. G. Andersen, A. C. Snoeren, and H. Balakrishnan, “Best-Path vs. Multi-Path Overlay Routing”, In Proceedings of the Internet Measurement Conference, Miami, Florida, October 2003.
[Ball93] T. Ballardie etc, “Core-based Trees (CBT)”, Proceedings of SIGCOMM, 1993.
[Ben96] J. Bennett etc, “WFQ: Worst Case Fair Weighted Fair Queueing”, Proceedings of IEEE INFOCOM, 1996.
[BLM+98] E. Bommaiah, M. Liu, A. McAuley, and R. Talpade, “AMRoute: ad-hoc multicast routing protocol,” Internet Draft, work in progress, August 1998.
[Bord01] J. Border, et al., “Performance Enhancing Proxies Intended to Mitigate Link-Related Degradations”, RFC 3135, IETF, June 2001.
[Broc98] J. Broch, etc, “A performance comparison of multihop wireless adhoc network routing protocols”, Proceedings of ACM/IEEE Mobicom, pp 85-97, October 1998.
[Cap03] S. Capkun etc, “Mobility Helps Security in Ad-hoc Networks”, Proceedings of Mobihoc, 2003.

[Castro02] M. Castro, P. Druschel, A. Ganesh, A. Rowstron and D. S. Wallach, “Security for structured peer-to-peer overlay networks”  in Proc. Fifth Symposium on Operating Systems Design and Implementation (OSDI), 2002.

[Chen00a] L. Cheng and I. Marsic, “Service discovery and invocation for mobile ad hoc networked appliances”, in Proceedings of the 2nd International Workshop on Networked Appliances (IWNA 2000), New Brunswick, NJ, November/December 2000.

[Chen00b] L. Cheng and I. Marsic, “User-domain multiservice architecture for wired and wireless IP networks”, in Proceedings of the 1st IEEE European Conference on Universal Multiservice Networks (ECUMN 2000), pp. 272-282, Colmar, France, October 2000.

[Chen00c] L. Cheng and I. Marsic, “Wireless awareness for multimedia applications”, in Proceedings of the International Conference on Communication Technologies (ICCT2000), pp. 1376-1382, Beijing, China, August 2000.

[Chen00d] L. Cheng and I. Marsic, “Multi-level reliability in multimedia collaboration over heterogeneous networks”, in Proceedings of the International Conference on Multimedia and Exposition (ICME 2000), pp. 501-504, New York City, July/August 2000.

[Chen00e] L. Cheng and I. Marsic, “Hybrid cluster computing with mobile objects”, in Proceedings of the 4th International Conference on High-Performance Computing in the Asia-Pacific Region (HPC-Asia 2000), pp. 909-914,Beijing, China, May 2000.

[Chen01] L. Cheng and I. Marsic, “Fuzzy reasoning for wireless awareness”, International Journal of Wireless Information Networks, 8(1):15-26, 2001.

[Chen02a] L. Cheng and I. Marsic, “Piecewise network awareness service for wireless/mobile pervasive computing”, Mobile Networks and Applications (MONET), 7(4):269-278, 2002.

[Chen02b] L. Cheng, “Service advertisement and discovery in mobile ad hoc networks”, Workshop on Ad hoc Communications and Collaboration in Ubiquitous Computing Environments, in conjunction with the ACM Conference on Computer Supported Cooperative Work, New Orleans, Louisiana, USA, November 2002.

[Chua02b] M. Chuah, “Method for bandwidth sharing in a multiple access system for communications networks”, US Patent 6327254

[Chen03a] W. Ma, B. Wu, W. Zhang, and L. Cheng, “Implementation of a lightweight service advertisement and discovery protocol for mobile ad hoc networks,” IEEE Globecom, pp. 1023-1027, San Francisco, CA, December 2003.

[Chen03b] Y. Zhang and L. Cheng, “Self-nominating: a robust affordable routing in wireless sensor networks”, VTC 2003 - Wireless Ad hoc, Sensor, and Wearable Networks, Orlando, Florida, October 2003.

[Chen03c]L. Cheng, “Wireless awareness service for wireless intelligent networks”, The 9th Asia Pacific Conference on Communication (APCC2003), September 2003.

[Chen03d] Y. Zhang and L. Cheng, “Cross-layer optimization for sensor networks”, New York Metro Area Networking Workshop, New York City, September 2003.

[Chen04a] Y. Zhang and L. Cheng, “Robust Routing in Wireless Sensor Networks,” accepted as a chapter in a book entitled Wireless Ad hoc and Sensor Networks, to be published by Kluwer Academic Publishers in 2004.

[Chen04b]S. Weber and L. Cheng, “A survey of anycast in IPv6 networks”, IEEE Communications Magazine, 42(1):127-132, January 2004.

[Chen04c] L. Cheng, Y. Zhang, T. Lin, and Q. Ye, “Integration of wireless sensor networks, wireless local area networks, and the Internet”, IEEE International Conference on Networking, Sensing and Control (ICNSC2004), Taipei, Taiwan, China, March 2004.

[Chen04d] Y. Zhang and L. Cheng, “Flossiping: A new routing protocol for wireless sensor networks”, IEEE International Conference on Networking, Sensing and Control (ICNSC2004), Taipei, Taiwan, China, March 2004.

[Chen04e] Y. Zhang and L. Cheng, “PLACE: Protocol for location and coordinates estimation -- a wireless sensor network approach”, accepted by Computer Networks, 2004.

[Chua02] M. Chuah, “Method for admitting new connections based on usage and priorities”, US Patent 6226277
[Chua03a] S. Abraham, M. Chuah, "Performance of clustering-based routing algorithms in ad-hoc networks", Bell Laboratories Internal Memorandum, Lucent Technologies, May 2003.

[Chua03b] M. Chuah, etc, “Efficient Mobility Management Scheme for a Wireless Internet Access System”, US Patent US6421714

[Chua03c] M. Chuah, etc, “RSVP-based tunnel protocol providing integrated services”, US Patent 6519254

[Chua03d] M. Chuah, etc “Mobility Management System”, US Patent 6665718

[Chua03e] M. Chuah, etc, “Metro-Ethernet based Radio Access Network with multicast capability”, Pending US patent.

[Chua04] M. Chuah, “InterRoute – Interdomain Routing Protocol for Heterogeneous Networks”, work in progress, unpublished report, April 2004.
[DarNet] A. Pentland, R. Fletcher, and A. Hasson, “DakNet: Rethinking connectivity in Developing Nations”, IEEE Computer, 37(1):78-83, Jan. 2004
[Davi99] B. D. Davison, A. Gerasoulis, K. Kleisouris, Y. Lu, H. Seo, W. Wang, and B. Wu, “DiscoWeb: Applying Link Analysis to Web Search” in Poster proceedings of the Eighth International World Wide Web Conference, pp. 148-149, Toronto, May 11-14, 1999.
[Davi99b] B. D. Davison (1999) Simultaneous Proxy Evaluation. In the Proceedings of Fourth International Web Caching Workshop (WCW99), pp. 170-178, San Diego, March/April 1999. 

[Davi01] B. D. Davison. (2001) Assertion: Prefetching With GET Is Not Good. In A. Bestavros and M. Rabinovich (eds), Web Caching and Content Delivery: Proceedings of the Sixth International Web Content Caching and Content Distribution Workshop (WCW'01), Boston, pp. 203-215, Elsevier, June 2001.
[Davi01b] B. D. Davison. (2001) HTTP Simulator Validation Using Real Measurements: A Case Study. In the Proceedings of the Ninth International Symposium on Modeling, Analysis and Simulation on Computer and Telecommunication Systems (MASCOTS'01), Cincinatti OH, August 2001.
[Davi02] B. D. Davison, K. Komaravolu, and B. Wu, “A Split Stack Approach to Mobility-Providing Performance-Enhancing Proxies”, Technical Report LU-CSE-02-012, Dept. of Computer Science and Engineering, Lehigh University, 2002.

[Davi02b] B. D. Davison. (2002) Predicting Web Actions from HTML Content. In Proceedings of The Thirteenth ACM Conference on Hypertext and Hypermedia (HT'02), College Park, MD, pp. 159-168, June 2002. 

[Davi02c] B. D. Davison, C. Krishnan, and B. Wu, “When does a hit = a miss?” In Proceedings of the 7th International Workshop on Web Content Caching and Distribution (WCW-2002), Boulder, CO, pp. 91-102, August 2002.

[Davi04] B. D. Davison. “Learning Web Request Patterns” in A. Poulovassilis and M. Levene (eds), Web Dynamics: Adapting to Change in Content, Size, Topology and Use, Springer, pp. 435-460, 2004.

[Davi04b] B. D. Davison and B. Wu, “Implementing a web proxy evaluation architecture,” under review, 2004.

[Deer96] S. Deering etc, “The PIM architecture for wide-area multicast routing”, IEEE/ACM Transactions on Networking, 4(2): 153-162, April 1996

[Deer98] S. Deering, etc, “Distance Vector Multicast Routing Protocol”, RFC1075, Nov, 1998

[Dem89] A. Demers etc, “Analysis and Simulation of a Fair Queueing Algorithm”, Proceedings of SIGCOMM, 1989

[Dou02] J. Douceur, “The Sybil Attack”, 1st International Workshop on Peer-to-Peer Systems, March 2002.

[Doug04] F. Douglis and B. D. Davison (eds). Web Content Caching and Distribution: Proceedings of the 8th International Workshop. Kluwer, 2004. 

[Fall03a] K. Fall, “A Delay-Tolerant Network Architecture for Challenged Internets”, Proceedings of SIGCOMM, August 2003

[Fall03b] J. Alonso, K. Fall, “A Linear Programming Formulation of Flows over Time with Piecewise Constant Capacity and Transit Times”, Intel Research Berkeley Technical Report, 2003.
[Fall04] K. Fall etc, “Custody Transfer for Reliable Delivery in Delay Tolerant Networks”, Intel Technical Report, 2004.

[GM99] J. Garcia-Luna-Aceves and E. Madruga, “The core-assisted mesh protocol,” IEEE Journal on Selected Areas in Communications, 17(8):1380-1394, August 1999.

[Hari97] H. Balakrishnan, etc, “A comparison of mechanisms for improving TCP performance over wireless links”, IEEE/ACM Transactions on Networking, 5(6):756-769, December 1997.
[HBD00] H. Hirsh, C. Basu, and B. D. Davison. (2000) “Learning to Personalize.” Communications of the ACM, 43(8):102-106, August 2000.
[Hede88] S.M. Hedetniemi, S.T. Hedetniemi, and A. Liestman, “A survey of gossiping and broadcasting in communication networks”, Networks, Vol. 18, 1988.

[Hei00] W. Hinzelman etc, “Energy-efficient communication protocol for wireless micro-sensor networks”, 33rd Annual Hawaii International Conference on System Sciences, pp. 3005-3014, 2000
[Int00] C. Intanagonwiwat etc, “Directed Diffusion: A scalable and robust communciation paradigm for sensor networks”, Proceedings of Mobicom, August 2000.

[Jain04] S. Jain, K. Fall, R. Patra, “Routing in a Delay Tolerant Network”, To appear, Proc. ACM SIGCOMM, September 2004.
[John03] D. Johnson, etc, “Dynamic Source Routing for Mobile Adhoc Networks (DSR)”, work in progress, draft-ietf-manet-dsr-09.txt, April, 2003

[Kan01]  G. Kan, “Gnutella”, in A. Oram (ed), Peer to Peer: Harnessing the Benefits of Disruptive Technologies, chapter 8, pp. 94-122, Sebastopol, CA: O’Reilly, March 2001.

[Kul02] J. Kulik etc, “Negotiation-based protocols for disseminating information in wireless sensor networks”, Wireless Networks, 8(2-3):169-185, 2002.

[LGT99] S. Lee, M. Gerla, and C. Toh, “On-demand multicast routing protocol (ODMRP) for ad hoc networks,” Internet Draft, work in progress, June 1999.

[Lou04] W. Lou etc  “Spread: Enhancing Data Confidentiality in Mobile Ad-hoc Networks”, Proceedings of IEEE Infocom, March, 2004

[LSH+00] S. Lee, W. Su, J. Hsu, M. Gerla, and R. Bagrodia, “A performance comparison study of ad hoc wireless multicast protocols,” Proc. IEEE Infocom, pp. 565-574, Tel-Aviv, Israel, March 2000.
[Luo03] H. Luo etc, “UCAN: A Unified Cellular and Ad-hoc Network Architecture”, Proceedings of Mobicom, September 2003.

[Lu99] S. Lu etc, “Fair Scheduling in Wireless Packet Networks”, IEEE/ACM Transactions on Networking, 7(4), August 1999.

[MagicBike] Tech-Live, “Wi-Fi on Two Wheels”, http://www.techtv.com/news/culture/story/0,24195,36u1136,00.html
[Mah01] M. Marina etc, “Ad-hoc On-Demand Multipath Distance Vector Routing”, Proceedings of ICNP, November 2001.
[Massoulie03] L. Massoulie, A.-M. Kermarrec, and A. Ganesh, “Network awareness and failure resilience in self-organising overlay networks”, In Proc. Symp. Reliable Distributed Systems (SRDS), 2003.

[Maymounkov02]  P. Maymounkov and D. Mazieres,  “Kademlia: A peer-to -peer information system based on the xor metric”, In Proceedings of IPTPS02, Cambridge, USA, March 2002.
[Per02] C. Perkins etc, “Ad-hoc On-Demand Distance Vector (AODV) routing, work in progress, draft-ietf-manet-aodv-09.txt, January, 2002.

[Ratnasamy01] S. Ratnasamy, P. Francis, M. Handley, R. Karp and S. Shenker, “A scalable content-addressable network”, Proceedings of SIGCOMM, San Diego, August 2001.

[Ratnasamy02] S. Ratnasamy, M. Handley, R. Karp and S. Shenker, “Topologically aware overlay construction and server selection” in Proceedings of IEEE INFOCOM, New York, June 2002.
[Reuv01] R. Cohen etc, “A unicast-based approach to streaming multicast”, Proceedings of  IEEE Infocom, 2001.

[Rowstron01] A. Rowstron and P. Druschel, “Pastry: Scalable, distributed object location and routing for large-scale peer-to-peer systems”, In IFIP/ACM International Conference on Distributed Systems Platforms (Middleware), Heidelberg, Germany, pp. 329-350, November, 2001.

[Scott04] K. Scott, S. Burleigh, “Bundle Protocol Specification”, work-in-progress, draft-irtf-dtnrg-bundle-spec-01.txt, April 2004.
[Sit02] E. Sit and R. Morris, “Security Considerations for Peer-to-Peer Distributed Hash Tables”, In 1st International Peer To Peer Systems Workshop (IPTPS 2002), 2002.
[Stei01] L. Steinberg, J. S. Hall, and B. D. Davison. “Method of producing optimized designs using computer systems and designs produced therefrom”. United States Patent 6,367,052.
[Stoica01]  I. Stoica, R. Morris, D. Karger, M. F. Kaashoek, and H. Balakrishnan, “Chord: A Scalable Peer-to-peer Lookup Service for Internet Applications”, In Proceedings of ACM SIGCOMM, pp. 149-160, San Diego, August 2001.
[Sun02] Y. Sun, E. Royer and C. Perkin, “Internet Connectivity for Ad-hoc Mobile Networks”, International Journal of Wireless Information Networks Special Issue on Mobile Adhoc Networks, 9(2), April 2002

[Vai00] N. Vaidya etc, “Distributed Fair Scheduling in a Wireless LAN”, Proceedings of ACM Mobicom, 2000

[Wag03] C. Karlof etc, “Secure Routing in Wireless Sensor Networks: Attacks and Countermeasures”, Proceedings of Mobihoc, 2003.
[WTT98] C. Wu, Y. Tay, and C. Toh, “Ad hoc multicast routing protocol utilizing increasing id-numbers (AMRIS) functional specification,” Internet Draft, work in progress, November 1998.

[Zhao01] B. Y. Zhao, J. Kubiatowicz and A. D. Joseph, “Tapestry: An infrastructure for fault-tolerant wide-area location and routing”, Technical Report UCB/CSD-01-1141, Computer Science Division, U. C. Berkeley, April 2001.

[Zhan03] W. Zhang, D. B. Lewanda, C. D. Janneck, and B. D. Davison. “Personalized Web Prefetching in Mozilla,” Technical Report LU-CSE-03-006, Dept. of Computer Science and Engineering, Lehigh University, 2003.
[Zhou99] L. Zhou etc, “Securing Ad-hoc Networks”, IEEE Networks, 13(6):24-30, 1999


































































D





B





C





A
















































































Lehigh University- Proprietary

Use or disclosure of data contained on this sheet is subject to the restriction on the title page of this proposal.
Proposal No.: 0xxx

iii
Volume 1 – Technical and Management


_1149601306.xls
Sheet1

		

				Node-ID		Regions		CS		NCT						Region		Req/Orig-Req		Dest		Next-Hop		Receive Time		Expired

				n2		3		N								3		n2/n1		n10		n5		12:05		12:25

				n4		4		Y

				n5		2,3,4		Y

				n6		2		N

				n7		1		N

				n8		1,2		N

				Req/Orig-ReqID		Region		Dest		# of paths		SearchTime		ReceiveTIme		Replies

				n4/n3		4		n8		2		2 minutes		12:15

				n4/n1		4		n10		1		5 minutes		12:10		n5

				n2/n1		3		n10		1		20 minutes		12:05





Sheet2

		





Sheet3

		






_1150204252.xls
Sheet1

		

				Node-ID		Regions		CS		NCT

				n2		3		N		14:33.4

				n4		4		Y

				n5		2,3,4		Y

				n6		2		N		01:14.7

				n7		1		N		22:00.0

				n8		1,2		N		04:41.1

				Req/Orig-ReqID		Region		Dest		# of paths		SearchTime		ReceiveTIme		Replies

				n4/n3		4		n8		2		2 minutes		12:15

				n4/n1		4		n10		1		5 minutes		12:10		n5





Sheet2

		





Sheet3

		






_1149000302.unknown

_1149000814.unknown

_1149000827.unknown

_1149000668.unknown

_1148970994.xls
Sheet1

		

				Node-ID		Regions		CS		NCT

				n2		3		N

				n4		4		Y

				n5		2,3,4		Y

				n6		2		N

				n7		1		N

				n8		1,2		N

				Req/Orig-ReqID		Region		Dest		# of paths		SearchTime		ReceiveTIme		Replies

				n4/n3		4		n8		2		2 minutes		12:15

				n4/n1		4		n10		1		5 minutes		12:10		n5





Sheet2

		





Sheet3

		






_1148720413.unknown

